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PAPER

Performance Evaluation of Wireless Sensor Network Based on
MIMO Relaying Channel Capacity

KY LENG†a), Nonmember, Kei SAKAGUCHI†, Member, and Kiyomichi ARAKI†, Fellow

SUMMARY In this paper, the performance of the Wireless Sensor Net-
work (WSN) using fixed relay nodes and Multiple-Input Multiple-Output
(MIMO) technology was evaluated based on the correlated channel capac-
ity of MIMO system and the number of sensor node served by the system.
Moreover, the performance evaluation of the proposed algorithm, which is
used to find the optimum distance to place the relay nodes from sink node,
is done not only with AF relaying and spatial correlation effect, but also
with Decode-and-Forward (DF) relaying scheme. The results show that the
relay gain (a ratio between the maximum number of sensors satisfying the
required channel capacity in 7-cell topology to the number of sensor nodes
in sink cell) is affected strongly by the spatial correlation at high required
channel capacity but little at low required channel capacity. The results
also show that the relay gain can be improved remarkably by using the DF
relaying scheme, and that the validity of the proposed algorithm holds for
any relaying scheme, spatial correlation effect and different antenna size.
key words: WSN, MIMO relay network, relay position, AF, DF, spatial
correlation

1. Introduction

Multiple-Input Multiple-Output (MIMO) technology has at-
tracted attention in wireless communications, since it offers
significant increases in data throughput and link range with-
out additional bandwidth or transmitted power [1]. In ad-
dition, the integration of MIMO technology into Wireless
Sensor Network (WSN) offers some benefit over the conven-
tional WSN. Accordingly, this paper evaluates the capacity
of a WSN that uses the MIMO technique.

The works in [2]–[7] are different from ours in many
aspects. Basically, when MIMO system simulations are per-
formed, the propagation channels are assumed independent
of each other i.e I.I.D Rayleigh fading channel. In reality,
the signals received by different receiver antennas are cor-
related with each other in space, time and spectrum [8], [9].
Since these correlations are assumed independent [9], and
that in WSN, all sensor nodes are assumed to be fixed (no
temporal correlation) and the propagation channel is nar-
rowband (no spectral correlation), we take into considera-
tion only the spatial correlation effect.

The MIMO channel capacity is severely degraded by
the spatial correlation factor [8], [9], and that the perfor-
mance of Decode-and-Forward (DF) scheme is better than
the AF scheme in some conditions only [10]. So, it is im-
portant to check the following questions:
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• Does the spatial correlation have influence on optimum
relay position (position where the network can guaran-
tee a minimum channel capacity to the largest number
of sensor nodes)?
• Is the proposed algorithm to find this optimum relay

position still valid under the influence of spatial corre-
lation?
• Can relay gain be improved by using the DF relaying

scheme?
• Is the proposed algorithm to find this optimum relay

position still valid under the DF relaying scheme and
spatial correlation influence?
• Is the proposed algorithm still valid for different an-

tenna size (let say 2 × 2 MIMO or SISO)?

The rest of this paper is organized as follows. Section 2
points out the problem/objective of the design and the algo-
rithms which are used to solve that problem. Section 3 de-
scribes the MIMO channel model with spatial correlation.
Section 4 derives the formulas for the MIMO channel ca-
pacity in the relay network for both AF and DF, and the
simplified version of the predictor using Jensen’s inequality
is proposed in Sect. 5. The performances of the proposed
algorithm are discussed in Sect. 6. Finally, the conclusion is
presented in Sect. 7.

2. Problem and Algorithms

Problem: Given a set of sensor nodes which is uniformly
distributed in a plane, and a minimum required channel ca-
pacity Clim; find the optimal relay distance R = R = √3r,
where r is the radius of the cell and R is the Sink-Relay dis-
tance, that can cover the largest number of sensor nodes in 7
cells topology. For simplification, we take r ∈ [0, 2rmax] in
the simulation (rmax is calculated from the link budget with
signal-to-noise ratio S NR = 0 dB at the receiver).

The algorithms below are proposed to solve the prob-
lem above.

Exhaustive search:

1. In order to guarantee the uniformity of the sensor in
the field throughout different coverage areas, we gen-
erate the locations of sensor nodes in a square plane
(we generate 2 × 105 sensor nodes in 5569 × 5569 m2

square plane).
2. Find rmax from roof-to-ground (RG) pathloss model

and link budget.
3. For a given value of r (radius of a cell varies from 0
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Fig. 1 Direction of cross-point or sensor node.

to 2rmax), calculate the relay distance from sink node
R = √3r as well as the location of 6 surrounding relay
nodes. See also Fig. 1.

4. Calculate the channel capacity Ci of all sensor nodes
in the coverage of 7-cells topology. If the sensor is
in the coverage of the sink cell, Eq. (11) will be used
(Ci = CDirect) and if the sensor is out of the sink cell but
in the coverage of other 6 surrounding cells, Eq. (13)
or Eq. (19) will be used (Ci = CRelay) depending on the
relay scheme.

5. Count the number of sensor nodes which have Ci ≥
Clim. Repeat from step 3 until r = 2rmax.

6. Extract the number of sensor nodes that have Ci ≥ Clim

in the sink cell.
7. Repeat from step 1 for different value of Clim.

Proposed Algorithm: We consider the channel capac-
ity at the cross-point (CDirect = CRelay) as the minimum
required capacity Clim, and the position of the relay node
that satisfies this condition as the optimum relay position R.
By considering the hexagonal alignment (7-cell topology)
as an optimal topology for the WSN, we proposed two al-
gorithms according to the distribution of the sensor nodes
with respect to the direction of sink-relay node. One con-
siders this distribution on the same direction of sink-relay
(called MonteCarlo-D1) which corresponds to a maximum
7-cell-edge distance, and the other method considers a direc-
tion shifted 30◦ from the first one (called MonteCarlo-D2)
which corresponds to a minimum 7-cell-edge distance. See
also Fig. 1 for the optimization direction and 7-cell topol-
ogy. The corresponding Jensen’s inequality will be called
Jensen-D1 and Jensen-D2 respectively.

The objective of this paper is to evaluate the validity
of this method under the influence of spatial correlation and
relay schemes. Note that the word optimum refers to the re-
sults from an exhaustive search. Normally, the exhaustive
search is used to find the optimum position. However, since
this method uses not only the exhaustive search within the

distributed sensor nodes in the field (2× 105 sensor nodes in
5569 × 5569 m2), but also requires Monte Carlo simulation,
the computational load for this kind of method is huge. For
this reason, MonteCarlo-D1 and MonteCarlo-D2 are pro-
posed to reduce the heavy computation loads imposed by
this exhaustive method.

3. MIMO Channel Model

Before starting our discussion, we state out some parameters
used in this paper as follows:

• Four antennas for all nodes (sensors, relays, and sink)
⇔ 4 × 4 MIMO if not specified.
• 1

2λ antenna separation.
• 0 dBm total transmitted power for all nodes.
• Noise power at every node is assumed to be σ2 =

−100 dBm.
• 0 dBi antenna gain for all nodes.
• Custom factory pathloss models in the frequency band

of 950 MHz for Roof-to-Roof (RR), and Roof-to-
Ground (RG) communication. Details are in [11].
• The sink node is located at the center of the six sur-

rounding cells (Fig. 1).
• No collision occurs during transmission of each data

frame.

Note that the frequency band of 950 MHz is allowed by
Japanese Radio Law in April 2005 to be used by the Radio
Frequency Identification (RFID) [12]. For this reason, our
MIMO-WSN system will also work on this band.

Since the pathloss models are developed for a factory
environment with a size of 760 × 1005 m2 and that the result
in [11] showed that the spatial correlation at both Tx and Rx
is independent of antenna height and location, we can say
that the channel model generated from these pathloss mod-
els can be separated into Tx side and Rx side, and that the
direction of received signals at Rx are independent of that
at Tx. Moreover, in real application, using four antennas at
Tx and Rx side is more than enough for WSN application.
By considering these factors, the proper correlation-based
analytic model to be chosen for this environment is the Kro-
necker model.

Let �T x and �Rx be the correlation matrix at Trans-
mitter side (Tx) and Receiver side (Rx) respectively. So, the
normalized Kronecker channel realizations can be generated
by [13] as:

H = � 1
2
RxU� 1

2
T x (1)

where U is a stochastic matrix with i.i.d. complex Gaussian
zero-mean unit variance elements.

In this paper, we need only the spatial correlation for
RR (Sink-Relay link) and RG (Relay-Sensor link). Since
the main stream of data in WSN flow from sensor nodes to
sink node through relay nodes, the reverse version of RG
will be used (Ground-to-Roof). The final results of these
correlation factors used in this paper are extended from [11]
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as:

� 1
2
T xS
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9426 0.1402 0.2473 0.1750
0.1402 0.9477 0.1450 0.2473
0.2473 0.1450 0.9477 0.1402
0.1750 0.2473 0.1402 0.9426

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (2)

� 1
2
RxR
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9412 0.1401 0.2530 0.1745
0.1401 0.9462 0.1450 0.2530
0.2530 0.1450 0.9462 0.1401
0.1745 0.2530 0.1401 0.9412

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)

� 1
2
T xR
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9430 0.1412 0.2611 0.1502
0.1412 0.9442 0.1426 0.2611
0.2611 0.1426 0.9442 0.1412
0.1502 0.2611 0.1412 0.9430

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (4)

� 1
2
RxD
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.9371 0.1460 0.2798 0.1491
0.1460 0.9375 0.1465 0.2798
0.2798 0.1465 0.9375 0.1460
0.1491 0.2798 0.1460 0.9371

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5)

where the subscript S ,R,D stands for Source (Sensor node),
Relay, and Destination (Sink node) respectively.

4. MIMO Relaying Channel Capacity

Recall that for WSN application, the propagation channel
can be classified as narrowband. So, for a narrowband
MIMO system with M antennas at source node (sensor), L
antennas at relay node, and N antennas at destination node
(sink), the complex baseband representation of the received
signal at relay node can be denoted as

x(t) = H1s(t) + n1(t) (6)

where x(t) ∈ CL is the receive signal vector at relay node,
s(t) ∈ CM is the transmitted signal vector from source node,
H1 ∈ CL×M is the channel response matrix between the
source (S) and relay node (R), and n1(t) ∈ CL is the zero-
mean additive white Gaussian noise vector between S and R
with variance σ2.

Similarly, the complex equivalent baseband of the re-
ceived signal at destination node (D) can be denoted as

y(t) = H2z(t) + n2(t) (7)

where y(t) ∈ CN is the receive signal vector at destination
node, z(t) = Gx(t) ∈ CL is the transmitted signal vector
from the relay node, H2 ∈ CN×L is the channel response
matrix between the R and D, and n2(t) ∈ CN is the zero-
mean additive white Gaussian noise vector between R and
D with variance σ2. The term G is a L× L linear combining
matrix at relay node. It represents the optimal amplifier gain
at relay node.

From Eqs. (6) and (7), the received signal at D can be
rewritten as

y(t) = H2Gx(t) + n2(t)

= H2GH1s(t) + H2Gn1(t) + n2(t) (8)

with

H1 = V1�
1
2
RxR

U� 1
2
T xS

(9)

H2 = V2�
1
2
RxD

U� 1
2
T xR

(10)

where V1, and V2 are the magnitudes of the received signals
corresponding to the channel H1, and H2 respectively. Note
that these magnitudes are the linear scaled version of the
inverted pathloss because in [11], the pathloss are calculated
using 0 dBm transmitted power. The first term of Eq. (8)
represents the signal whereas the last two terms represent
the noise.

Recall that, in [14], the MIMO channel capacity for
direct link between S and D is denoted as:

CDirect = log2

[
det
[
IN +

P
Mσ2

H0HH
0

]]
(11)

with the channel response matrix between the source and
destination

H0 = V0�
1
2
RxD

U� 1
2
T xS

(12)

where det[.] denotes the determinant operator, [.]H denotes
Hermitian transpose of a matrix, IN is an identity matrix of
size N, P is total transmitted power at sensor node, σ2 is the
total noise power at sink node, and V0 is the magnitude of
the received signal corresponding to the channel H0.

In order to evaluate the proposedmethod mentioned in
Sect. 2, a fair comparison between the AF and DF relay
schemes must be made.

4.1 Amplify-Forward Relay Scheme

Unlike [10], we model our relay network as a two-phase
procedure, i.e. the destination node and relay node receive
the signal in different time slots. From [15], we rewrite the
MIMO channel capacity formula using the AF relay scheme
as:

CAF
Relay =

1
2

log2

[
det
[
IN +

P
Mσ2

H2GH1

HH
1 GHHH

2

(
IN + H2GGHHH

2

)−1]]
(13)

The factor 1
2 comes from the fact that the signal trans-

mitted from the sensor node needs to use two time slots be-
fore reaching the sink node. For simplicity we ignore the
channel state information (CSI). However, for optimum use
of transmitted power at the relay node, G is chosen in such
a way as to retransmit the signal at full power P.

G =
Vout

Vin
IL =

√
P√
PR

IL =

√
P
PR

IL (14)

where Vout and Vin represent the magnitude at the output and
input of the amplifier respectively, P is the total transmitted
power at the relay node, PR = PS ignal + PNoise is the total
received power at the relay node, and IL is an identity matrix
of size L.

From Eq. (6), the total received power at the relay node



LENG et al.: PERFORMANCE EVAL. OF WSN BASED ON MIMO RELAYING CHANNEL CAPA
3169

can be rewritten as:

PR = trace

[ P
M

H1HH
1 + σ

2IL

]
(15)

This concept looks similar to [16]. However, in [16],
the relay gain is valid for relay nodes with a single antenna
only.

Note that CAF
Relay represents the MIMO channel capacity

using S → R → D path. There are many reasons to choose
between direct link and relay link at the sink node to maxi-
mize the channel capacity. However, in this method, we are
only concerned with the CDirect and CAF

Relay.

4.2 Decode-and-Forward Relay Scheme

In order to make a fair comparison with the AF scheme, we
model this relay network as a two-phase procedure, and use
P as the retransmitted power at the relay node.

Since DF relay retransmits the re-encoding version of
the received signal, we assume that the relay node can
decode correctly the message sent by sensor node. And,
Eq. (7) is rewritten as:

y(t) = H2 s̃(t) + n2(t) (16)

where s̃(t) ∈ CL is the retransmitted signal vector from the
relay node. The MIMO channel capacity between sensor
and relay node, and relay and sink node are denoted respec-
tively as:

CS R = log2

[
det
[
IL +

P
Mσ2

H1HH
1

]]
(17)

CRD = log2

[
det
[
IN +

P
Lσ2

H2HH
2

]]
(18)

At the sink node, we do not perform any statistical
decision as mentioned in [17]. Instead, we will consider
the maximum channel capacity that can carry through the
S → R → D path. Since the relay node retransmits the re-
encoded version of the signal sent by the sensor node, and it
takes two time slots to reach sink node, the final version of
MIMO channel capacity using the DF relay scheme can be
denoted as:

CDF
Relay = min

{
1
2

CS R,
1
2

CRD

}
(19)

5. Simplified Version Using Jensen’s Inequality

As stated in Sect. 2, the proposed algorithm used to find
the optimum position to place relay nodes (so that this sys-
tem can cover the largest number of sensor nodes) is based
on cross-point between the mean (ergodic) channel capac-
ity of the direct link and relay link which uses Monte Carlo
method to generate those channel capacities. In this section,
we will remove the heavy computational loads imposed by
the Monte Carlo method by using Jensen’s inequality.

According to the inequality and concavity of log det
function [18], we can rewrite Eq. (11) as follows:

〈CDirect〉 ≤ log2

[
det
[
IN +

P
Mσ2

〈H0HH
0 〉
]]

= log2

[
det
[
IN +

P
Mσ2

�0

]]
(20)

where 〈.〉 is the expectation over the channel matrix,�0 de-
fines the correlation matrix at receiver side (sink node) see
from sensor node. For simplicity, we will use this upper-
bound of the MIMO ergodic channel capacity in the design
and the analysis of the system.

Similarly, with the equality det(I + AB) = det(I +
BA), Eqs. (13), (14), (17), (18), and (19) can be rewritten
respectively in a more simple way as below:

〈CAF
Relay〉 �

1
2

log2

[
det
[
IN +

P
Mσ2

�2G2�1(
IN +�2G2

)−1
]]

(21)

G �

√
P

trace
[

P
M�1 + σ2IL

] IL (22)

〈CS R〉 � log2

[
det
[
IL +

P
Mσ2

�1

]]
(23)

〈CRD〉 � log2

[
det
[
IN +

P

Lσ2
�2

]]
(24)

〈CDF
Relay〉 = min

{
1
2
〈CS R〉, 12 〈CRD〉

}
(25)

where�1 and�2 define the correlation matrix at relay node
seen from sensor node, and at sink node seen from relay
node respectively. Note that the validity of these approxi-
mations have been proved by numerical simulation for the
design of the relay position with a required channel capacity.

5.1 Uncorrelated Channel Matrix

In this case, we suppose that there is no correlation between
sub-channels. So, the correlation matrix can be written as:

�0 = V2
0 NIN (26)

�1 = V2
1 LIL (27)

�2 = V2
2 NIN (28)

5.2 Correlated Channel Matrix

Since the Kronecker channel model is chosen as stated in
Eqs. (9), (10), and (12), the correlation matrix of the corre-
sponding channel can be defined respectively as:

�0 = V2
0�RxD NIN (29)

�1 = V2
1�RxR LIL (30)

�2 = V2
2�RxD NIN (31)

6. Performance Evaluation

In this section, we will first evaluate the validity of the pro-
posed algorithm with different antenna size and then with
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Fig. 2 4 × 4 MIMO, AF relay scheme and iid channel.

the AF relay scheme under the influence of spatial correla-
tion, and with the DF relay scheme under the influence of
spatial correlation as well (for fair comparison). In those
cases, the comparisons between Monte Carlo and Jensen’s
inequality are made simultaneously. Finally, we will com-
pare the performance of the system using the AF relay
scheme without correlation effect, the AF relay scheme with
correlation effect, and the DF relay scheme with correlation
effect, by means of relay gain.

Figure 2 shows the number of sensor nodes in the cov-
erage of the system and the channel capacity at the cross-
point if the AF is used at the relay nodes and all channel
matrices are uncorrelated. In this case, Eqs. (11), (13), and
(14) are used to generate the graph called MonteCarlo-D1
and MonteCarlo-D2, whereas Eqs. (20), (21), and (22) along
with Eqs. (26), (27), and (28) are used to generate the graph
called Jensen-D1 and Jensen-D2.

We can see that both MonteCarlo-D2 and Jensen-D2
provide the results very close to the exhaustive method (op-
timum results), and that their validity holds for the required
channel capacity Clim up to 6 bps/Hz and 7 bps/Hz respec-

Fig. 3 Number of sensor node in 7 cells coverage. (2 × 2 MIMO, AF
relay scheme and iid channel)

tively. Note that for Clim > 7 bps/Hz, there is no need to add
the relay nodes since only the sink node can provide such a
high capacity, thus no need to find the relay position by any
methods. We can easily verify this Notice from Fig. 2(a) that
at Sink-Relay distance R � 220 m, which corresponds to a
first peak for Clim = 8 bps/Hz, the number of sensor nodes
given by this position is lower than the number of sensor
nodes given by R ≥ 600 m. Since the number of sensor
nodes seems to be constant from R ≥ 600 m, which means
the number of sensor nodes that satisfies Clim in 7-cell is the
same as that in the sink cell. We can say that from that dis-
tance R, the relay node capacity is lower than the required
channel capacity Clim and the relay nodes are useless in this
condition. Similarly for Clim = 9 bps/Hz. For those reasons,
we can say that these two methods are accurate enough to
estimate the position to place relay nodes for the largest ef-
fective coverage.

For MonteCarlo-D1 and Jensen-D1, the results are dif-
ferent from the exhaustive search and will not be considered
in the following discussion. However, we still show these
results in the figures as reference only.

Now, let us verify whether these methods are still valid
for 2 × 2 MIMO and SISO or not. From Fig. 3, we see that
both MonteCarlo-D2 and Jensen-D2 can estimate the opti-
mum relay position. As mentioned above, our objective is
to maximize the number of sensor nodes served by the sys-
tem, so we do not care too much about the differences on
distance. So, if the given relay position, estimated by the
model, can provide the number of sensor nodes close to the
optimum case, we can accept it. From this figure, we can
also see that the maximum channel capacity that the relay
system can handle decreases from 7 bps/Hz (in 4× 4 MIMO
case, Fig. 2) to only 3 bps/Hz in this case (2 × 2 MIMO)
and to 2 bps/Hz in SISO case (Fig. 4). If the required chan-
nel capacity Clim is higher than 3 bps/Hz, it is useless to add
more relay nodes since only the sink node can provide such
required capacity, and our estimations are still valid.

Note that the irregularity in the figures is due to the lim-
ited repeated computation of the Monte Carlo method. This
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Fig. 4 Number of sensor node in 7 cells coverage. (SISO, AF relay
scheme and iid channel)

irregularity can be seen in all figures, especially in Fig. 4
where the number of sensor nodes in the coverage decrease
due to the required high channel capacity, with a single an-
tenna at each node. We can overcome this by increasing the
repeated computation number of the Monte Carlo method,
however, due to limited time, and the result is still accept-
able; we ignore this irregularity effect. The reason why the
increase of the repeated computation number can overcome
the irregularity caused by the decreased number of sensor
nodes in the coverage is that the position of sensor nodes
are randomly distributed over a given area (2 × 105 sensor
nodes in 5569×5569 m2), so if we can count only a few num-
ber of sensor nodes, we should repeat this counting process
many times in order to overcome this random characteristic.

From Fig. 4, we can see that only Jensen-D2 can pro-
vide the results close to the optimums and that it can es-
timate the relay position for a required channel capacity
Clim up to 2 bps/Hz. Over that value, there is no use of re-
lay nodes, so, the ability to predict is not important. For
MonteCarlo-D2, it can predict only for Clim = 1 bps/Hz. In
this case, Jensen-D2 is a little better than MonteCarlo-D2.

Now, let us see the influence of spatial correlation over
our estimation and optimum relay position. Figure 5 shows
that the number of sensor nodes in the coverage of the sys-
tem and the channel capacity at cross-point when AF is used
at relay nodes and all channel matrices are correlated. In
this case, Eqs. (11), (13), and (14) along with Eqs. (9), (10),
and (12) are used to generate the graph called MonteCarlo-
D1 and MonteCarlo-D2, whereas Eqs. (20), (21), and (22)
along with Eqs. (29), (30), and (31) are used to generate the
graph called Jensen-D1 and Jensen-D2.

From this figure, we can see that both MonteCarlo-D2
and Jensen-D2 can still provide the results close to the opti-
mums under the correlation effect. Normally, as mentioned
in [19], either receive or transmit bounds alone are not ac-
curate for the whole range of correlation coefficients. How-
ever, since the AF relay scheme is used, the correlation ef-
fect can be negligible by means of the relay gain G. We can
also conclude that with the AF relay scheme, not only the

Fig. 5 4 × 4 MIMO, AF relay scheme with spatial correlation effect.

upper-bound effect that can be significantly cancelled out
by means of the relay gain G as shown in Fig. 2, but also the
correlation effect (Fig. 5).

Since the spatial correlation effect will decrease the
channel capacity values (both direct and relay links), it also
affects the maximum number of sensor nodes served by the
system as well. We can see that, in Fig. 2, the maximum
number of sensor nodes where Clim = 1 bps/Hz, is about
26500 nodes whereas in Fig. 5, this value is about 25000
nodes only.

In short, this spatial correlation will decrease the effec-
tive coverage of the system (has influence on optimum relay
position), but not on our estimation.

Now let us evaluate the effect of the relay node scheme
over the optimum relay position and its estimation. Fig-
ure 6 shows the number of sensor nodes in the coverage of
the system and the channel capacity at cross-point if DF is
used at the relay node and all channel matrix are correlated.
In this case, Eqs. (11), and (19) along with Eqs. (9), (10),
and (12) are used to generate the graph called MonteCarlo-
D1 and MonteCarlo-D2, whereas Eqs. (20), and (25) along
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Fig. 6 4 × 4 MIMO, DF relay scheme with spatial correlation effect.

with Eqs. (29), (30), and (31) are used to generate the graph
called Jensen-D1 and Jensen-D2.

From Fig. 6, we can see that only MonteCarlo-D2 can
provide the results close to the optimums, even if it seems
to fail to predict the relay position at Clim = 1 bps/Hz. For
Jensen-D2, it can predict only the position of relay nodes
where Clim < 4 bps/Hz, and fail to predict the rest (Clim >
3 bps/Hz). By using DF at the relay nodes; the effect of
spatial correlation can be seen clearly at high SNR. This is
because at high SNR, the second term in the det is dominant
over the first term (IL or IN). See Eqs. (20), (23) and (24).

By using the DF scheme at the relay nodes, the relay
system can handle the required channel Clim up to 9 bps/Hz
and the maximum number of sensor nodes served by the
system also increase remarkably from about 25000 nodes
(AF and spatial correlation case) to 41500 nodes in this case
(DF and spatial correlation).

In order to see the difference between each case more
clearly, we plot all the relay gain of each system, including
DF with uncorrelated channel, in Fig. 7. From this figure,
we can see that by using DF scheme at relay nodes, the relay

Fig. 7 Relay gain vs Clim in 4 × 4 MIMO case.

gain at Clim = 1 bps/Hz can be increased from about 2.67 in
AF case, to about 4.5 in DF case. Moreover, by using the
DF relay scheme, the relay system can handle the required
channel capacity up to 9 bps/Hz, which is unrealized with
AF scheme (only handle Clim up to 5 bps/Hz).

We can also see the effect of spatial correlation over the
performance of the system from this figure. Without spatial
correlation, the system that uses AF scheme can handle the
Clim up to 7 bps/Hz, but when adding the spatial correlation
effect to the system, the performance decreases to 5 bps/Hz.
Similar effect can be seen in the DF scheme. However, this
spatial correlation can only effect the performance of the
system at high required channel capacity only which cor-
responds to high SNR.

7. Conclusion

From the performance analysis in Sect. 5, we draw the con-
clusions listed below:

• The optimum relay position changes under spatial cor-
relation effect and relay scheme as shown in Fig. 2,
Fig. 5, and Fig. 6.
• The effect of spatial correlation over our estimation can

be seen at high SNR or high required channel capacity
Clim only, although this affects the optimum relay posi-
tion and the total number of sensor nodes served by the
system in all required Clim.
• For the same transmitted power at relay node, DF re-

lay scheme can provide broader coverage than AF relay
scheme with or without spatial correlation effect.
• In all cases (4 × 4 MIMO, 2 × 2 MIMO, SISO, Corre-

lated channel, or Uncorrelated channel), MonteCarlo-
D2 can be considered as the most reliable estimator to
find the optimum relay position.
• For DF relay scheme, if the required channel capacity

is low (Clim < 4 bps/Hz), Jensen-D2 can be used since
this method provides an acceptable result and has low
computational load (direct calculation).
• If the AF relay scheme is chosen, Jensen-D2 can be
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used to provide the good results as MonteCarlo-D2.

We can conclude that the performance of the pre-
dictor MonteCarlo-D2 compensates with its computational
capacity required comparing to Jensen-D2. However,
MonteCarlo-D2 is still much lighter than the conventional
exhaustive search.
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