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Abstract

This thesis presents an accurate and precise indoor channel measurement and modeling

using a high-resolution multi-dimensional channel sounder. We introduced the concept of

double-directional channels and ultra-wideband signals into the channel sounder to increase

the angular and delay resolution capability, respectively. The methods also enables us to

model propagation channels separately from antenna properties used in the measurements. As

it is crucial to analyze, design, and optimize antenna systems in many physical layer schemes

which are potential for the next generation indoor wireless systems, such as multiple-input

and multiple-output and ultra-wideband systems, our results contributed to facilitate these

tasks.

The main contribution of this thesis is summarized into the following three-fold: 1) de-

velopment of the channel sounding and propagation modeling method which contributed to

the high-resolution multi-dimensional angular-delay propagation modeling activities; 2) mea-

surement and modeling of indoor radio channels in a Japanese wooden house to identify

dominant propagation phenomena and to extract parameters that can be used in channel

models; and 3) assessment of the accuracy of developed propagation modeling results for

evaluation of data transmission performances. In developing the channel sounder, we incor-

porated the maximum-likelihood based propagation parameter extraction algorithms. The

algorithm characterized measured data by a finite set of propagation paths so that the mod-

eled results facilitates the intuititive understanding of wave propagation mechanisms. The

performance of the channel sounder was assessed in an anechoic chamber, and theoretically

derived performance measures such as angular and delay resolution capability were experimen-

tally confirmed. The channel sounder was then used to measure and model actual propagation

channels. The modeling of propagation paths was based on clustering approach, which is a

common way in channel modeling activities. Properties of clusters were evaluated with respect

to angular, delay and power aspects. The results were contributed to the COST273 channel

model and approved as a parameter set representating home environment. Finally, the mod-

eled results were used to reconstruct channel responses, and data transmission performances

of ultra-wideband systems were evaluated using the channel. The results were compared with

the data transmission performance derived from raw channel data, from which the channel

models were developed. The comparison revealed that the modeling results were not always
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capable of predicting transmission performance derived from raw channel data accurately.

However, further investigation revealed that the accuracy of BEP prediction improved by

considering the residual components into simulations as diffuse paths. This suggested that

the propagation modeling should be performed separately for discrete propagation paths and

continuous multi-dimensional power angular/delay spectrum. Several important future re-

search items are suggested at the end based on the context of this thesis.
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Chapter1

Introduction

1.1 Challenges in Modeling Indoor Radio Wave Prop-

agation

Demands for wireless system applications are tremendously increasing year by year, and

innovations of technologies comprising the wireless system reflects these demands. These

technologies are considered as core solutions that realize a ubiquitous world. In the near

future, it is expected that every electronic equipment and a sensor surrounding us establishes

wireless connection with one another, forms a wireless network, shares and exchanges data,

acquires the environmental information, and finally adapts to the environment so that it

provides a context-based communication system.

Nowadays the wireless network exists everywhere, different from twenty years ago when

the first mobile phone came into practical use. Recently the importance of wireless networks

is increasingly discussed for home security, human safety, and medical applications. Many of

these applications are supposed to be achieved in indoor use. Particularly the wireless area

network (WLAN) and wireless personal area network (WPAN) are the emerging short-range

wireless applications in indoor scenarios. They are totally different from previous cell phone

systems with respect to the communication distance. The WLAN system, represented by

the IEEE802.11a/b/g standards and IEEE802.11n as future high-data rate standards [1], are

practically being used with distances ranging from several meters to less than a few hundered

meters. The WPAN systems are designed to cover smaller areas to the extent of several meters,

and its standardization is actively being conducted by IEEE802.15 working groups [2]. The

smaller coverage of indoor wireless systems is called “picocells”, and the wireless network

covering small areas is called “piconets”.

In designing the wireless networks for indoor short-range communications, one should in-

evitably consider multipath channels. The modulated waveforms radiated from transmitters

(Tx) reach the receiver (Rx) through many routes because of the interaction of propagating
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electromagnetic waves with scattering objects surrounding transmitting and receiving wire-

less terminals. Thus receiving waveforms contain many echoes leading to the distortion of

transmitted waveforms and intersymbol interference. In the end, the system suffers from de-

terioration of bit error probability and data throughput. As the deterioration is much serious

when the transmission data rate is higher than the available bandwidth, many solutions have

been invented to combat this issue, such as waveform equalizers.

Normally the indoor environment reveals rich multipath scattering due to the dense sur-

rounding objects around wireless terminals, such as wall, ceiling/floor, and furniture. In

contrast to the outdoor environment where many researches have analyzed the multipath be-

havior, sufficient analysis have not been accumulated with regards to the indoor propagation

mechanisms, mainly because 1) the needs of wireless communication in indoor environments

have just started to prevail in recent years; and 2) characterizing the indoor multipath envi-

ronment with sufficient resolution and accuracy is a challenging task given the dense multipath

environments.

1.2 Ultra Wideband (UWB) Radio

1.2.1 Definition and Spectrum Mask of UWB Radio

Among the physical layer candidates of the indoor wireless communications, ultra wideband

(UWB) radio have attracted a lot of attention due to the following advantages:

1. High data rate transmission systems;

2. Precise ranging and positioning capability [3]; and

3. Low power consumption transceivers.

Since the Federal Communication Commissions (FCC) of the USA released the microwave

frequency bands to UWB applications in 2002 [4], quite many efforts have been made by

researches both in UWB research and development. The UWB signal is defined either by the

fractional bandwidth or absolute bandwidths of the transmitted signal as

2(fH − fL)

fH + fL

× 100 > 20 [%], (1.1)

or

fH − fL > 500 [MHz], (1.2)

where fH and fL are the 10 dB bandwidth of the power spectrum density (PSD). They are

the frequencies which give a PSD 10 dB lower than the peak PSD. Compared to the con-

ventional wideband systems, definitions (1.1) and (1.2) inform us of the drastic change and
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even breakthrough in using frequency bands, which are precious resources of wireless com-

munications. None of the existing wireless systems operated in the microwave band satisfies

the definitions. The wideband code division multiple access deployed in the third generation

mobile phones occupies 5 MHz bandwidths with its carrier frequency around 2 GHz, result-

ing in a fractional bandwidth of 0.25 %, which spans a much narrower bandwidth than UWB

signals. The frequency band is densely occupied by various kinds of applications according to

the present regulation, thus accommodating new systems into the frequency band is almost

impossible. UWB radio can be deployed even in that situation, but coexistence with other

wireless systems always becomes an important issue to avoid interference. Thus there is a

strict restriction with regards to the transmission power from UWB devices.

The restriction of the power spectrum density is normally called a power spectrum mask,

and is defined in each country depending on the frequency allocation for existing systems.

The frequency allocation in Japan is managed by the Ministry of Internal Affair and Commu-

nications (MIC) [5]. The UWB spectrum mask in Japan, Europe and US is shown in Fig. 1.1.

Since the FCC-defined spectrum mask was open to the public, modification of the FCC mask

had been extensively discussed in Japan under the initiative of MIC. In the process, all insti-

tutions and private companies operating broadcasting, mobile phone, radio astronomy, and

variety of radars such as planet exploration radars, meteorological radars, and radars for air-

crafts and marine vehicle were involved. According to the Japanese regulation adopted on

March 27 of 2006 [6], the whole frequency band was divided into low and high bands, and the

5 GHz band was not allocated for UWB systems for protection of WLAN systems operated

in that band. The low and high bands span from 3.4 to 4.8 GHz and 7.25 to 10.25 GHz,

respectively. The maximum radiation power is −41.3 dBm/MHz, but a functionality to avoid

interference to other systems, namely detection and avoidance (DAA) is required. In the

second low band occupying from 4.2 to 4.8 GHz, DAA techniques are not necessary, but

the radio license for the band is allowed until the end of 2008. Outband emission is strictly

prohibited to protect GPS, cellular, and other radar systems. The microwave band is allowed

for indoor use only, but allocation of quasi-millimeter wave band from 24 to 29 GHz will be

discussed in MIC, targeting both indoor and outdoor applications. One example of outdoor

application covers collision avoidance systems for car parking. The frequency band from 100

to 960 GHz is available for UWB communications, but only in the US.

The wide frequency band larger than 500 MHz is equivalent to a short pulse range in

the temporal domain narrower than 2 ns, enabling us to resolve multipaths to the extent of

nanoseconds. If the full band (3.1 − 10.6 GHz) is used for the pulse shaping in the temporal

domain, it achieves a temporal multipath resolution of 0.13 ns corresponding to 4 cm in

distance. The property of UWB radio also gives robustness to waveform distortion on the

receiving side because each echo is distinct with each other. Furthermore, the available

wide frequency range provides inherent “built-in diversity” so that UWB systems suffer from

multipath fading less severely than the conventional narrow and wideband systems [7, 8].
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Figure 1.1 Spectrum mask for UWB in Japan, Europe, and US.

1.2.2 Application of UWB Radio

The application of UWB radio covers both high and low data rate systems. The high data

rate system is mainly for realizing connection between consumer electronics, such as wireless

video streaming and wireless universal serial bus (USB). Target data rate for wireless USB

is as high as 480 and 100 Mbps for communication distances under 3 and 10 m, respectively.

Low data rate applications can be an alternative to conventional low data rate applications,

such as Bluetooth and infrared communications. The application for sensor networks are

also undertaken using the low data rate specifications. One of the applications is for home

security. The distributed sensors inside a room equip functionality to monitor a variety of

environmental information, and form a network to share the collected data. The collected

data are then integrated, often called data fusion, so that the network can respond to the

environment to help the daily life of human activities. Automatic control of environment, such

as temparature, brightness of the lighting, and alarm for fire and intruder are specifically taken

into account [9]. As it is envisioned that the data traffic for the application is not high, the

target data rate is ranging from several Mbps to kbps.

There are mainly two kinds of popular data transmission schemes in UWB communications
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realizing both high and low data rate transmissions: an impulse radio (IR) based technique

and a multi-carrier oriented data transmission. The popular modulation formats based on the

impulse radio are the direct sequence UWB (DS-UWB) [10]. The DS-UWB uses a pulse as a

chip of spread sequences, accomplishing a large spreading gain over the wide bandwidth. The

impulse radio based systems have a potential to realize simple transceiver architecture than

the conventional carrier-based transmission schemes. Even the full-digital implementation

is possible due to the simple signal generation and detection. In contrast, the multi-band

orthogonal frequency division multiplexing (MB-OFDM) [11] is also widely used as a multi-

carrier based transmission scheme. This scheme subdivides the bandwidths into 500 MHz so

that clock speed of A/D converter can be much slower than other UWB systems. The OFDM

technology has attracted much attention in these days for high data-rate communications,

since it realizes high spectrum efficiency and robustness for peformance degradation due to

multipath effects.

The design and optimization of both transmission schemes essentially require information

on propagation channels [13]. In the impulse based data transmission, Rake reception is

implemented to improve receiving signal-to-noise ratio. The Rake reception collects power

distributed over distinct echoes of transmitted signal using a Rake finger. The duration of

the impulse in the time domain, or equivalently the bandwidth of the transmitted signal

determines how many distinct paths are expected, thus the relationship between multipath

structure and system bandwidth is essentially important to design the number of Rake fin-

gers. The MB-OFDM system inserts guard intervals after the data stream to prevent the

receiver from interruption by multipath echoes. The design of length of the guard interval is

essentially dependent on the delay property of propagation channels. In this way, propagation

study is mutually inter-related with transmission schemes. Our UWB channel measurement,

characterization and models shall be dedicated to the link-level design and evaluation of UWB

communications and equipment.

1.3 Overview of Channel Sounding and Modeling

In this section, the basis for discussing channel sounding and modeling is presented. First

mathematical expressions of radio channels are given, and then channel sounding techniques

and modeling campagins are summarized by referring to previous studies. Finally, existing

channel models are overviewed with the empahsis on purpose and advantages of each model.

1.3.1 Mathematical Characterization of Radio Channels

The multipath propagation environment is mathematically expressed as a multi-dimensional

impulse response, hαβ(t, τ,ΩTx,ΩRx). The impulse response shows the relationship between

input and output through the convolution operation. The impulse response depends on the
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measurement time instant t and the propagation delay time (DT) τ . As the electromagnetic

waves propagates in the spatial medium, the impulse response also includes angular infor-

mation on both the Tx and Rx sides, ΩTx and ΩRx, respectively. In fact, ΩTx and ΩRx

are inter-exchangable with one another because of the reciprocal nature of the propagation

medium. Here we call ΩTx and ΩRx as direction-of-departure (DOD) and direction-of-arrival

(DOA), respectively. The multi-dimensional impulse response including both DOD and DOA

is referred to as the double-directional impulse response. α and β are the transmitted and

received polarization states respectively, and is either the vertical or horizontal polarization

(α, β = V or H). The double-directional impulse response is a complete form including all

the relevant propagation parameters. It has a relationship with the non-directional impulse

response hαβ(t, τ) as follows.

hαβ(t, τ) =
∫

ΩTx

∫

ΩRx
hαβ(t, τ,ΩTx,ΩRx) ∗ DRx

β (τ,ΩRx) ∗ DTx
α (τ,ΩTx)dΩRxdΩTx. (1.3)

The operation denoted by ∗ corresponds to the convolution. DTx or Rx
α is a complex directivity

pattern for Tx or Rx antennas dependent on the polarization state. It is also a function of

the DT due to antenna group delay characteristics, but the effect is negligible in narrowband

and wideband systems. The response of the double-directional impulse response is summed

up with the complex directivities of the Tx and Rx antennas, and then the non-directional

impulse response is derived. Single directional impulse response is obtained by performing the

marginal integration at either side of the link. Actual data measured from channel sounding

campaign are expressed as a coherent summation of individual impulse responses with different

combinations of transmitting and receiving polarization states,

h = hV V + hHH + hV H + hHV . (1.4)

The formulation is defined in the delay domain, but is easily converted into the frequency

domain expression using the Fourier Transform,

Hαβ(ν, f) =
∫

ΩTx

∫

ΩRx
Hαβ(ν, f,ΩTx,ΩRx)DRx

β (f,ΩRx)DTx
α (f,ΩTx)dΩRxdΩTx, (1.5)

and

H = HV V + HHH + HV H + HHV . (1.6)

H is the transfer function, and is influenced by the doppler frequency ν. The doppler frequency

constitutes a Fourier pair with the time snapshot t.

It is important to note that the non-directional and single directional impulse response is

composed of the propagation impulse response as well as antenna properties at both or either

side of the link. Schematic view of the relationship between single and double-directional,

and radio channels are shown in Fig. 1.2.
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Figure 1.2 Schematic view of the relationship between double, single and non-directional

channels.

1.3.2 Channel Sounding Techniques

1.3.2.1 Spatial and Temporal Channel Sounding

There have been enormous kinds of channel sounding techniques proposed and developed by

many researchers to measure the impulse responses of radio channels. Furthermore, channel

sounders often equip an array antenna at link ends in order to measure the angular properties

of radio channels. Regardless of the investigated domains, the basic concept of the channel

sounding techniques can be classified into two categories: a direct measurement and a method

to utilize the Fourier pair of the domain of interests.

• Delay domain

1. Direct measurement:

The channel sounder transmits a certain waveform, and the receiver calculates the

channel impulse response by correlating the received signal with the transmitted

waveform. The transmitted waveform has to be available in the receiver in the

correlation receivers. A pseudo-noise (PN) sequence or an impulse can be can-
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didates for the transmitted signals. The delay resolution is determined by the

chip rate of the PN sequences and the width of the impulse, respectively. The

former method is often used in wideband channel sounding (e.g, [14–19]), whereas

the impulse-based channel sounding is studied mostly within the context of UWB

research (e.g., [20–26]).

2. Using a Fourier pair:

The channel sounding is performed using the frequency domain, and it is then con-

verted to the delay domain by signal processing algorithms depending on the target

delay resolution (see later sections for signal processing). The popular signals han-

dled by the channel sounder is a multi-tone signal (e.g., [27–35]). In this case, the

power spectrum density of the transmitted signal should be as flat as possible in

order to assure the dynamic range over the considered bands. Frequency-swept sig-

nal is also possible to obtain transfer function mainly by vector network analysers

(e.g., [36–52]). However, this method takes some time for sweeping the frequen-

cies so that real-time measurment is prohibitive or the measurement environment

should be quasi-static during the data acquisition.

In both measurement methods, syncronization between transmitter and receiver is cru-

cial to determine the absolute delay time.

• Angular domain

1. Direct measurement:

Power angular profile is measured by rotating antennas which have narrower beamwidth

(e.g., [19,36]). The 3-dB beamwidth of the antenna determines the angular resolu-

tion. For example, parabolic antennas have a potential to realize narrow beamwidth,

but sometimes the size of the antenna is so large especially when the frequency is

low that it is not feasible to rotate it inside rooms.

2. Using a Fourier pair:

Spatial distribution of the impulse response is measured, and then it is converted

into angular response using the Fourier transform or other signal processing al-

gorithms based on the required angular resolution (see later sections for the al-

gorithm). To measure the spatial distribution of the impulse response, there are

two ways: 1) using a real array (e.g., [14–18,21,27–30,32,34,35,38,49,85]), and 2)

using a synthetic array (e.g., [22, 37, 41, 43, 46]). Angular measurement using real

array antennas sometimes require sophisticated radio frequency (RF) technologies:

development of compact array antennas and array calibration techniques. As it

is commonly known, the inter-element spacing of antenna array have to be less

than half of the wavelength in order to avoid aliasing in the angular domain. For a
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carrier frequency of 5 GHz, the inter-element spacing corresponds to 30 mm, and it

is clear that fabricating antenna elements as close as 30 mm is a challenging task.

Still, a real antenna array for channel sounding in 4.5 and 5.3 GHz band is avail-

able [18,35], but it simultaneously requires a antenna array calibration in order to

compensate for electro-magnetic mutual coupling between antenna elements and

characteristics of RF cables and switches constituting the antenna [53].

In contrast, the synthetic antenna array provides a more cost-effective method to

achieve array measurement in the spatial domain. The array is realized by moving

an antenna element/array over the spatial areas, and measuring the data in each

spatial positions. This enables us to realize an antenna array even with a single

element antenna, and complicated procedure of the antenna array calibration can

be avoided. Disadvantages of the synthetic array are measurement time and accu-

racy of antenna alignment. In most cases, moving antennas in an accurate manner

requires a certain time so that the method is not applicable for measurement in-

volving fast doppler frequency estimation. Furthermore, a care must be taken in

the accuracy of the alignment in the synthetic array, since it largely determines

the angular estimation error.

In both ways of angular estimation, it is required that the propagation environment

is quasi-static during the whole measurement. It is generally observed that the use of

Fourier pair is more flexible in deriving angular profile than the direct measurement

since various kinds of angular resolution can be achieved using different types of signal

processing.

1.3.2.2 Spatio-Temporal Channel Sounding

Incorporation of more than one channel sounding domain in spatial and/or temporal domains

in measurements is advantageous in realizing better path resolution. This method is called

spatio-temporal channel sounding, or simply multi-dimensional channel sounding. Among

many measurements taking this strategy, the value of double-directional channel sounding

is becoming a popular concept [28]. The concept involves angular domain channel sounding

both on Tx and Rx sides, which is advantageous in the following two sense, in addition

to the improvement of path resolution: 1) since the channel sounding estimates both the

DOD and DOA on Tx and Rx sides respectively, antenna gain can be separated from the

path gain using the angular information. The resultant path gain expresses propagation

characteristics only, so that characterization of pure propagation phenomena is possible. The

propagation modeling results enables us to design and evaluate antenna systems in multipath

environment [81]; and 2) identification of major scattering objects which cause reflection,

diffraction, and penetration can be performed [14, 15, 32, 34, 41, 46, 49, 50, 82], helping us

determine dominant propagation phenomena in that environment. It contributes mainly to
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the prediction of transmission performance (e.g., [83]) and to the development of a site-

specific propagation simulator (e.g., [70]). Most of the double-directional channel sounding

and propagation modeling have been done in wideband systems.

1.3.2.3 Algorithms to Convert Parameter Domains

When channel sounding measures the corresponding Fourier pair of the domain of interests,

it is necessary to convert the data into the right domain using signal processing algorithms.

The most primitive, but still the most reliable method is the Fourier Transform. However,

as it accomplishes only limited resolution, it is often preferable to introduce algorithms that

realize better resolution than the Fourier Transform. MUSIC [55] and ESPRIT [32, 56, 57]

are based on the subspace-based approach, which decompose channel impulse response into

discrete paths using an eigen analysis. The algorithms reveal drastic improvement of res-

olution with reasonable calculation load particulaly when the number of data samples are

small. In contrast, a drawback of the algorithms lie in the treatment of coherent multipaths.

The subspace-based algorithm cannot resolve coherent multipaths, without the help of spatial

smoothing preprocessing. In channel sounding, each multipath component is radiated from

an identical source, thus we always have to deal with this problem. Another limitation of

subspace-based algorithms is their applicability only for narrowband systems.

Another group of algorithms showing better resolution than the Fourier transform is based

on the maximum-likelihood (ML) estimation. The algorithm estimates the set of discrete

paths that most likely reconstructs the measured data. Theoretically the estimator provides

the most reliable results, but practical implementation of the original ML estimation is pro-

hibitive particulaly in multi-dimensional channel sounding, due to the excessive amount of

calculation. To cope with this issue, expectation-maximization (EM) [58] algorithm and the

Space-Alternating EM (SAGE) [59] algorithm have been developed and widely used. Unlike

the subspace-based algorithms, the ML-based approach does not need a special measure even

for resolving coherent multipath signals. Recently, a sophisticated ML-based algorithm has

been developed [27,53], which incorporates the proper calibration of antenna arrays as well as

reliable and computationally feasible peak finding method applicable for multi-dimensional

channel sounding.

The ML-based parametric channel estimation methods are based on the frequency domain

and narrowband/wideband data processing. In contrast, there is also a parametric channel

estimation algorithm employing the time domain processing, namely the Sensor CLEAN

algorithm [22,43]. The algorithm is originally used in the radio astronomical data processing,

but Cramer et. al [22] introduced it to the channel sounding purposes. The algorithm is

advantageous when it is used with ultra-wideband channel sounding data which shows fine

temporal resolution. The ML-based algorithm and the Sensor CLEAN algorithm differs in the

data processing domain, that is, in frequency or time domain, but the fundamental concept

of both algorithms are essentially the same.
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1.3.3 Channel Sounding Campaigns and Modeling

There have been enormous number of channel sounding campaign performed in indoor envi-

ronment using the methods described in the previous section. Next, it is also necessary to

process the measured data in various manners depending on channel modeling purposes. In

the following, important parameters of radio channels, which are to be characterized from the

measured data, are summarized. Justification to introduce the parameters are also given by

describing the relevance of the parameters with transmission performance.

1. Path loss, shadowing, and small-scale fading [7, 8, 24–26,33,42,44,47,48]

The fundamental characteristics of the radio wave propagation is path loss. It is de-

rived by calculating
∫

|h(τ)|2dτ =
∫
|H(f)|2df . Derivation in the frequency and time

domains provides the same result due to the Parseval’s equation (e.g., [60]). Shadowing

and small-scale fading are modeled separately from the path loss. Shadowing refers to

the fluctuation of received power around the path loss, observed across several tens of

wavelengths. The main reason for shadowing is the obstruction of the Fresnel zones in

propagation paths due to surrounding objects. Especially obstruction of line-of-sight

(LOS) path causes large shadowing. The small-scale fading looks further detailed fluc-

tuation of the received power around the realization of shadowing. It occurs within

the scale of a wavelength, and even shows much wider dynamic range of fluctuation

compared to the shadowing. Modeling these characteristics are obviously important in

designing link budget and receiver sensitivity of wireless systems.

2. Delay properties [7, 8, 15,17,20,22,23,25,30,33,35,36,42–45,47,48,51,52]

Characterization of multipath channels in the delay domain is important in wideband

systems. The time-dispersiveness causes the waveform distortion and intersymbol in-

terference on the receiving side, ending up with the degradation of transmission per-

formance. Generally the larger the delay spread, the more severe the transmission

performance suffered from the interference. The most popular condensed parameter for

the delay dispersion properties of radio channels is the delay spread. It is the second-

order moment of the power delay profile. Furthermore, it was found through many

measurements that modeling of the power delay profile can be performed using a super-

position of clusters having an exponentially decaying shape. Here clusters are defined

as the group of paths having almost the same delay time. The necessary information

to specify the power delay profile is a model-parameter of clusters, such as decay con-

stant of exponents, and the base delay time where clusters appear. Statistical analyses

to derive these model-parameters have been performed by many researchers through

extensive channel sounding campagigns.
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3. Angular properties [17,19,22,30,34–36,41,43,46,49,52]

Angular information has recently been actively used in wireless communications tar-

geting for efficient use of radio spectrum and for interference cancellation, such as by

smart antennas and by multiple-input multiple-output (MIMO) systems. Different from

the delay domain, angular spread, showing the second order moment of the power an-

gular profile, is not a popular measure for characterizing angular properties. Here it

is also convenient to introduce clusters. In the angular domain, cluster is also defined

by the group of paths coming from almost the same angles, and angular spread is de-

rived within clusters called cluster angular spread. The larger the angular spread, the

more effectively diversity works contributing to the increase of received signal strength

and spectrum efficiency. The MIMO eigenmode transmission is one of the multimode

transmission in the spatial domain [61].

1.3.4 Channel Models

Based on the channel sounding campaigns mentioned above, several channel models have been

developed. These models differ in its purpose, thus the application and usage is also different.

In this subsection, several recently developed channel models are reviewed, and their purpose

and usage are summarized.

1.3.4.1 Stochastic Channel Models

Stochastic channel models are used to compare performances of transmission schemes, such

as modulation and coding. The model is advantageous in its simple descriptions, but in

downside, it is not applicable for simulating specific propagation environment, so often it

is called site-general models. The model consists of model structure to express radio chan-

nels together with parameters that constitutes the model structure. Different propagation

scenarios can be realized by adjusting the propagation parameters. The propagation param-

eters were developed by aggregating them from many different measurement campaigns, and

therefore, each parameter is described by a statistical distribution. For indoor use, IEEE

802.11 working group developed a spatial MIMO channel model for WLAN design [62]. The

spatial channel model defined the clustered multipath structures both in angular and delay

domains, and provides the parameters that determines the cluster properties. Implementation

of the channel model was accomplished using the tapped delay line models. Other standard

channel models for indoor environment have been elaborated by the IEEE802.15.3a/4a task

groups. They individually developed different channel models targeting WPAN application,

and covering UWB frequency range [63–65]. Different from the IEEE802.11n model, the

IEEE802.15.3a/4a models do not include angular characteristics, since UWB system does not

intend to exploit spatial information. Instead, the model provides detailed description of path

loss, shadowing, small-scale fading, and cluster properties in the delay domain applicable for
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wide frequency range. The IEEE 802.15.3a defined only four scenarios for channel realiza-

tion ranging from LOS to NLOS environment revealing a severe multipath scenario. Later,

the model was refined into the 4a model by including more frequency bands and scenarios,

such as industrial and farm environments. Furthermore, the IEEE802.15.4a model defined

antenna terms separately from the channel model descriptions, emphasizing a philosophy that

propagation channels should be modeled separately from antenna properties. The philosophy

is also common in the IEEE802.11n and the COST273 channel model [66]. The COST273

model was developed within the framework of COST273 activities, which is the European

Forum for cooperative scientific research [67]. The model has the following characteristics: 1)

it covers all the environment of interests ranging from outdoor macro and microcells to indoor

picocells with the same description [68]. Different environments can be realized just by mod-

ifying model parameters. The concept is distinct from the COST259 channel model, where

generation of channel response is different for macro, micro, and picocells [69]; 2) it consists

of two kinds of parameters: external and stochastic parameters. The former specifies the en-

vironmental condition, such as carrier frequency, room size, antenna height/orientation, and

moving direction of terminals. Path loss model belongs to this parameter. While the latter

describes shadowing properties and the spatio-temporal behavior of multipath components

based on the cluster model.

In any channel model, huge number of channel sounding campaigns have been carried out

to collect radio channel impulse responses. Extensive data analyses have also been performed

to characterize and model the impulse response.

1.3.4.2 Site-Specific Channel Models

While most of the stochastic channel models are used for standardization activities, there is

another demand in simulating propagation channels. When product vendors need to have

their developed equipment tested under real scenarios where the equipment is likely to be

installed, the channel model should be as realistic as possible. The stochastic channel models,

which is advantageous in its small number of parameters describing channel models, are in

turn not suitable for simulating specific propagation scenarios due to its limited number of

model parameters (although it is still possible to do that). In contrast, a tool for site-specific

propagation channel simulation is widely used for its convenience to include structures of

the environment under consideration. The most popular method for site-specific propagation

prediction is the ray-optical simulations e.g., [70]. The method introduces approximation

of electromagnetic wave propagation based on the high-frequency assumption that the radio

channel can be expressed as the superposition of discrete optical rays [71]. This method

drastically reduces the calculation load compared to solving the original Maxwell’s equation,

contributing to the efficient use of computational resources and time. However, it is often

reported that the simulated results by ray-tracing methods revealed large gaps compared

to the measured results. The gap stems mainly from the ray-optical approximation result-
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ing from high-frequency assumption and insufficient description of the environment inputted

to the simulation. Particularly, it is articulated that non-specular scattering caused from

the surface roughness of scattering objects affected the gap, since ray-optical simulations

are not capable of generating the phonemena accurately in most cases [72, 73]. To include

the non-specular scattering into ray-optical simulations, a hybrid method incooperating with

stochastic treatment of microscopic scattering phenoemena is possible [74]. Numerical ap-

proach to simulate radio propagation using the finite difference time domain method is also

used, but is still prohibitive for large scale simulations.

1.3.4.3 Stored Channel Models

Stochastic channel models provide a model description and parameters that constitute the

model, and site-specific channel models are capable of generating radio channel impulse re-

sponse based on the physical properties of the environment. In contrast to these models, the

stored channel model does not provide structure of the models and subsequent model param-

eters; rather, it is a database of the measured channel response. It can be seen that the stored

channel models are purely the site-specific model. The database can be applicable for many

kinds of use ranging from further channel modeling under the definition of a certain model

structure to the evaluation of data transmission performance considering a specific system.

However, the model is inflexible in terms of antennas; in contrast to the models enabling

us to include antenna properties at link ends separetely of propagation channel responses,

the stored channel model hardly realizes the separated treatment of antennas and propaga-

tion. Available stored channel models, such as the ones developed by University of Southern

California [75], provide UWB and MIMO measurement data covering huge environmental

samples, but still includes antenna effects inside.

1.4 Outline and Contributions of Thesis

Having summarized the demands and technical challenges in modeling indoor radio wave

propagation, existing channel sounding technique, channel properties to be analyzed and

characterized, and available channel models for indoor environment, this thesis aims at sum-

marizing further contributions to them. The main contributions consist of the following

four-fold:

1. Developing a channel sounding method realizing accurate and high angular-delay reso-

lution particularly suitable for indoor channel modeling;

2. Modeling indoor radio channels using the developed method with the emphasis of sep-

arating propagation from antenna properties;
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3. Contributing to channel model standardization activities by dedicating channel model-

ing results; and

4. Assessing accuracy of channel modeling results and its applicability for link-level data

transmission purposes.

Specifically, this thesis is organized into the following six Chapters.

Chapter1 Introduction, this chapter, summarizes background information related to this

research, simultaneously clarifying the motivation of this research.

Chapter2 UWB Double-Directional Channel Sounder presents the concept of the

channel sounder followed by theoretical characterization of the channel modeling method.

The design of the channel sounder introduced both the double-directional concept and UWB

signal, achieving resolution of propagation paths which have not been realized in the past

activities. Furthermore, an algorithm that enables us to characterize the propagation behavior

as a set of discrete propagation paths were developed. The concept of the channel sounder

and the path extraction algorithm had been published in

K. Haneda, J. Takada, and T. Kobayashi, “A parametric UWB propagation chan-

nel estimation and its performance validation in an anechoic chamber,” IEEE

Transactions Microwave Theory and Techniques, vol. 54, no. 4, pp. 1802–1811,

April 2006.

K. Haneda and J. Takada, “An application of SAGE algorithm for UWB propaga-

tion channel estimation,” in Proceedings of the IEEE Conference on Ultra Wide-

band Systems and Technologies (UWBST 2003), pp. 483–487, Reston, VA, USA,

November 2003.

Chapter3 Verification of the UWB Double-Directional Channel Sounder in an

Anechoic Chamber covers the results from experiments to assess the performances of the

proposed sounder. Particular focus was laid on the verification of the angular and delay

resolution of propagation paths, as well as the robustness of a wavefront model. Spherical

wavefront model was introduced to estimate angular information, and was proven to be more

suitable for indoor channel modeling than the conventional plane wavefront model. Results

from the experiment also revealed that the parameter estimates of propagation paths were

accurate enough, and the path resolution capability in the angular and delay domains were

as fine as the Fourier resolution. The outcomes had been published in

K. Haneda, J. Takada, and T. Kobayashi, “A parametric UWB propagation chan-

nel estimation and its performance validation in an anechoic chamber,” IEEE
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Transactions Microwave Theory and Techniques, vol. 54, no. 4, pp. 1802–1811,

April 2006.

K. Haneda, J. Takada, and T. Kobayashi, “Experimental evaluation of a SAGE

algorithm for ultra wideband channel sounding in an anechoic chamber,” in Pro-

ceedings of the International Workshop on Ultra Wideband Systems Joint with

the Conference on Ultra Wideband Systems and Technologies (Joint UWBST &

IWUWBS 2004), pp. 66–70, Kyoto, Japan, May 2004.

Chapter4 Cluster-based Analysis and Modeling of UWB Double-Directional Ra-

dio Channels in Home Environments covers results from UWB double-directional chan-

nel sounding campaigns conducted in various scenarios of home environments. Throughout

this Chapter, propagation mechanisms were investigated based on the cluster treatment of

multipaths both in the angular and delay domains, assuring the consistency with the recent

channel modeling activities. First, propagation mechanisms of the LOS environment, where

Tx and Rx antennas are placed in the same room, are investigated. Identification of scat-

tering objects as well as derivation of scattering coefficients for the identified objects were

performed. Next, environmental difference of cluster parameters are analyzed. Several envi-

ronmental samples, such as room-to-corridor, inter-room, inter-floor, and outdoor-to-indoor

scenarios were considered. Results revealed that the number of clusters differed from 4 to 9,

where the smallerst and largest number of clusters arose from indoor-to-outdoor and inter-

floor scenarios, respectively. Furthermore, dynamic range of paths, stochastic modeling of

path variance in the angular and delay domains were performed. The results for LOS chan-

nel characterization and the comparison of cluster properties in different scenarios had been

published in the following journal papers, respectively.

K. Haneda, J. Takada, and T. Kobayashi, “Double directional ultra wideband

channel characterization in a line-of-sight home environment,” IEICE Transac-

tions on Fundamentals, vol. EA–88, no. 9, pp. 2264–2271, September 2005.

K. Haneda, J. Takada, and T. Kobayashi, “Cluster properties investigated from

a series of ultra wideband double directional propagation measurements in home

environments,” IEEE Transactions on Antennas Propagation, vol. 54, no. 12, pp.

3778–3788, December 2006.

Furthermore, the parameters for clusters derived by this measurement and analysis had been

submitted to the IEEE802.15.4a channel modeling subcommittee as a contribution document,

and also approved as a representative channel parameters constituting the COST273 channel

models [66].
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K. Haneda, J. Takada, and T. Kobayashi, “Spatio-temporal UWB propagation

channel characterization,” IEEE 802.15-04-0112-01-004a, Orlando, FL, USA, Mar.

2004.

L. Correia (eds.), Towards mobile broadband multimedia networks – COST 273;

European co-operation in mobile radio research, Elsevier, Oxford, UK, March 2006.

Chapter5 Verification of UWB Double-Directional Propagation Modeling for

Evaluating UWB Transmission Performance investigates the effectiveness of the re-

sults from UWB double-directional channel characterization for data transmission simula-

tions. Comparison of bit error probability (BEP) was evaluated using two kinds of channels:

one was the measured data in the experiment, and the other was the synthesized data from

the channel modeling results. Results from two simulations revealed that the modeling results

were not always capable of simulating transmission performance accurately. This was mainly

due to the limitation of the propagation modeling, resulting in the production of “residual

components” that were not modeled as discrete propagation paths. However, further inves-

tigation showed that the accuracy of the BEP prediction improved by taking into account a

diffuse path, which was generated by the modeled residual components. Reasons giving rise

to the limitation and countermeasures to overcome the limitations will be carefully discussed.

The simulation results as well as discussions described in Chapter5 will be presented at the

following international conference.

K. Haneda, J. Takada, and T. Kobayashi, “Applicability of UWB double direc-

tional propagation modeling or evaluating UWB transmission performance,” IEEE

65th Vehicular Technology Conference (VTC 2007 Spring), Dublin, Ireland, April

2007.

Finally, Chapter6 Conclusion summarizes the conclusions obtained from these research

activities and future research items pending for further investigation, improvement, and ex-

tension.
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Chapter2

UWB Double-Directional Channel

Sounder

Based on the summary of spatial and temporal channel sounding techniques in Chapter1,

this thesis proposes to incorporate the UWB signal with the double-directional channel sound-

ing. The expected benefit of the incorporation is: 1) it drastically improves the resolution

of physical propagation paths by virtue of multi-dimensional sounding, which is especially

a suitable method for indoor channel sounding given the rich multipath environment; 2) it

provides the whole spatio-temporal information of radio channels, namely DOD, DOA, and

DT information; 3) it enables us to de-embed antenna properties in link ends so that antenna-

independent channel models can be constructed, and applied to antenna evaluation in UWB

systems. The evaluation of antennas in UWB systems is essential since antennas are the

source of waveform distortion [76]. Thus far, there have been very few studies conducting

UWB channel sounding which incorporates with spatial domain sounding [22, 36, 43]. Con-

sequently, UWB channel sounding techniques incorporating the double-directional concept

have not yet been investigated.

This Chapter presents the composition of the proposed UWB double-directional channel

sounder. Frequency domain channel sounding was employed for data acquision, since 1)

the antenna deconvolution process was easier than in the time domain, and 2) off-the-shelf

equipment enabling wide frequency sweeping range and easy synchronization between Tx

and Rx sides were available. Next, the most primitive way of evaluating angular and delay

properties applied to our measurement data, namely the spatio-temporal beamforming is

described. Furthermore, an ML-based algorithm is formulated to characterize the propagation

channel as a set of discrete propagation paths. The algorithm finds the parameters of discrete

paths that best fit the measured data, and is so called a parametric channel estimation

algorithm. Conventionally the ML-based criterion is applied for wideband channel modeling

[15, 21], but it can be modified to deal with UWB signals. Our proposed UWB channel

sounding and parametric channel estimation have strengths in the following aspects: 1) to
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investigate frequency dependent effects of magnitude and phase in propagation paths, and

2) to incorporate the robust wavefront model of incident paths into the parametric UWB

channel estimation.

The frequency dependent effects of magnitude and phase in propagation paths occur due

to path loss, antenna directivities, reflection, diffraction, and penetration. To evaluate these

effects, Qiu et al. [77] proposed to model the complex amplitude of each propagation path

using a frequency dependence factor. Theoretically, the factor takes different values depending

on the interactions that the propagation path experienced. However, meaningful values of the

factor was hardly obtained according to the simulation results presented in [77] because the

detected propagation paths in most cases were not “a single path” due to the limited resolution

of the channel sounder. Hence our channel modeling approach deals with the modeling of

frequency dependent effects using a non-parametric manner; that is, we treat the whole UWB

band as a concatination of several subbands, and frequency dependent magnitude and phase

is derived in each subband.

As to the robust wavefront model, we will introduce the spherical wavefront [46,78]. When

estimating the directional information using antenna arrays, wavefronts of incident paths have

to be determined beforehand. Plane wavefront is widely used, but it assumes that the sources

are infinitely away from the arrays. This model is not realistic in indoor environments where

many scattering objects are placed close to the antenna arrays. On the contrary, the spherical

wavefront model can characterize the sources with finite length from the array, so improvement

of the model-based estimation is expected.

Here we start from the description of measurement apparatus for UWB double-directional

channel sounding.

2.1 Measurement Apparatus

The UWB double-directional channel sounder consists of a data measurement system and a

parametric channel estimator. In the measurement system, frequency transfer functions of

interests were obtained by a vector network analyzer (VNA). To ensure sufficient signal-to-

noise ratio on the receiving side, a low-noise amplifier (LNA) with 30 dB gain was installed.

The operational bandwidth of the amplifier must cover the bandwidth of interests. Only a

single element antenna was installed at each link end, but a synthetic aperture was realized

by moving the antenna with a spatial scanner. The synthetic aperture provides a simple and

cost-effective method for DOD and DOA estimation. The basic structure of the measurement

system is depicted in Fig. 2.1. This architecture has also been exploited by many researchers

(e.g., [37, 38]).

In any measurements, it is necessary to conduct calibration before starting measurements.

The calibration was normally performed using a function of VNA and back-to-back method.

The calibration function of VNA compensates the transfer function of RF cables and LNA,
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Figure 2.1 Basic structure of UWB spatio-temporal channel measurement system.

while the back-to-back calibration removes impedance mismatch between cables and anten-

nas. The back-to-back calibration was done on-site with the antenna separation of 1 m,

and electromagnetic absorbers were used to isolate the Tx and Rx antennas from surround-

ing objects, so that only the direct path existed. The antennas used in the link ends were

UWB monopole antennas. Directivities and group delay characteristics of the antenna were

measured prior to the experiment. Fluctuation of the group delay for broadside direction is

small enough, less than 0.1 ns, within the considered bandwidth [79]. The antennas reveal

omni-directional radiation patterns in the azimuthal plane, so that wider spatial areas can be

illuminated.

2.2 Mathematical Formulation of Spatio-Temporal UWB

Propagation Paths

This section first describes the underlying models to characterize the spatio-temporal radio

channels together with model parameters, such as angular, delay, and polarization parameters.

After the underlying models are described, general formulation of the channel transfer function

is given using the defined model and model parameters. The general form is then written
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down to consider a specific physical arrangement of antenna arrays to be applicable for the

measurement data from our channel sounding.

2.2.1 UWB Path Model

Under an assumption that electromagnetic propagation behaviors in UWB bands can be

characterized by ray-path models according to the Fermat’s Principle (e.g., [71]). We can then

define that one propagation path has direction-of-departure (DOD), ΩTx, direction-of-arrival

(DOA), ΩRx, and delay time (DT), τ , which do not depend on frequency and polarization,

and has a frequency dependent polarimetric gain. Assuming that only a single Tx antenna

element is excited, we can define DTx
V (f,ΩTx) and DTx

H (f,ΩTx) as radiation patterns defined

by complex amplitude for vertical and horizontal polarizations, respectively. On the receiving

antenna side, DRx
V (f,ΩRx) and DRx

H (f,ΩRx) are defined as radiation patterns for a single

antenna element for each polarization. The radio channel consists of antennas at link ends

and propagation, and its transfer function is a multiplication of transfer functions from all of

them. Using the notations defined above, the transfer function s(f) of the radio channel is

expressed as Eq. (2.1) in the equivalent baseband form,

s(f) = α(f, τ)

[
DRx

V (f,ΩRx)

DRx
H (f,ΩRx)

]H [
rV V (f) rV H(f)

rHV (f) rHH(f)

] [
DTx

V (f,ΩTx)

DTx
H (f,ΩTx)

]
, (2.1)

where ·H denotes an Hermitian transpose. The terms α(f, τ) and r(f) represent the transfer

function during propagation, and α(f, τ) is a complex gain in free space denoted by

α(f, τ) =
1

4πfτ
exp (−j2πfτ). (2.2)

Equation (2.2) is the Friis’ transmission formula [80] for complex amplitude assuming a con-

stant aperture size of the receiving antennas. The matrix with elements r(f) expresses scat-

tering loss from reflection, diffraction, and penetration in complex amplitude. The diagonal

elements denote scattering coefficients for co-polarization, while the non-diagonals represent

a polarization rotation effect.

2.2.2 Subband Model

As the antenna directivity and propagation loss including scattering loss and free space path

loss does not drastically change within a limited bandwidth, we can divide the whole band

into equally spaced I subbands, and s(f) within the band can be modeled as constant. The

i-th subband have center frequency fci, bandwidth of B, and constant transfer function si.
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Figure 2.2 Definition of coordinate system in considered model.

2.2.3 Wavefront Models

Wavefront is an aperture consisting of a constant phase in wave propagation. It is necessary

to introduce a wavefront model of incident paths to estimate its directional information using

array antennas. The wavefront model determines the phase differences between antenna

elements of the array. As the phase difference contains directional information, we can extract

directional information by measuring the phase differences. Here, we will introduce two

wavefront models, i.e., spherical and plane wave models.

The spherical wave model [78] can be expressed mathematically by using azimuthal and

polar angles φ and θ, and the curvature radius from a point source to the array center, R.

The coordinate system is defined in Fig. 2.2. A position vector from the array center to the

source point, rsource(Ωsp), is expressed as

rsource(Ω) = [R cos φ sin θ R sin φ sin θ R cos θ]T ,

where Ωsp = [φ, θ, R], and ·T denote a transpose operation. A position vector of each antenna

element, rarray, is expressed as

rarray = [dx dy dz]
T ,
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where dx, dy, and dz denote the distance from the array center to the antenna elements on

x, y, and z coordinates, respectively. The phase difference between the array center and k-th

antenna element, ψk, can be derived by the difference of distances between source to array

center and source to k-th antenna element. As the distance from source to array center is

R, and that from source to k-th antenna element is ||rsource − rarray,k||, the resulting phase

difference yields

ψk(f,Ω) =
2πf

c
(||rsource − rarray,k|| − R) . (2.3)

In case of the plane wavefront model, the dimension of Ω is reduced to two, namely

Ωpl = [φ, θ]. The phase difference can be obtained for the plane wavefront model as in

Eq. (2.4),

ψk(f,Ω) =
2πf

c
〈rplane, rarray,k〉, (2.4)

where 〈 · 〉 denotes an inner product and rplane corresponds to the directional cosines of a

unit vector,

rplane(Ωpl) = [cos φ sin θ sin φ sin θ cos θ]T . (2.5)

It should be noted that the plane wavefront is equivalent to the spherical wavefront with

infinite curvature radii. As the model order of the spherical wavefront model is one-dimension

larger than that of plane wavefront model due to the curvature radii, the spherical wavefront

model has the potential to characterize physical phenomena more precisely than the plane

wavefront model.

In contrast, it must be noted as a downside of the spherical wavefront that it cannot

be applicable for simultaneous DOD and DOA estimation. This is because the spherical

wavefront model assumes radiation from point sources, which contradicts the use of an array

on both sides of the link as depicted in Fig. 2.3.

2.2.4 Formulation of Transfer Functions Using Specific Arrays

If we assume L waves are propagating from element k1 of the Tx array to element k2 of the

Rx array, the transfer function observed at frequency fk3 within the i-th subband, Hk1k2k3,i

(1 ≤ k1 ≤ K1, 1 ≤ k2 ≤ K2, 1 ≤ k3 ≤ K3), can be expressed as

Hk1k2k3,i =
L∑

l=1

sl,i exp
{
−jψTx

k1,l(fk3,i)
}

exp
{
−jψRx

k2,l(fk3,i)
}

exp (−j2πfk3,iτl) (2.6)

≡
L∑

l=1

hl,k1k2k3,i. (2.7)

In later descriptions, we call sl,i as the reference transfer function of the l-th wave in the i-th

subband. It is called “reference” because it expresses the transfer function between the array

centers of the Tx and Rx.
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Spherical wavefronts

Rx array

Tx arrayArray center

Figure 2.3 Spherical wavefront model is incompatible with simultaneous DOD and DOA

estimation: Different radiation sources in Tx array result in different shapes for spherical

wavefronts in Rx array.

For convenience of the notation, we vectorize the channel transfer function in i-th subband

as

Hi =
L∑

l=1

hl,i = Aisi ∈ CK×1 (2.8)

where K = K1K2K3 and

si = [s1,i · · · sl,i · · · sL,i] ,∈ CL×1, (2.9)

Ai = [a1,i · · · al,i · · · aL,i] ∈ CK×L, (2.10)

al,i = aTx
l,i ⊗ aRx

l,i ⊗ aFr
l,i ∈ CK×1, (2.11)

aTx
l,i =

[
exp

{
−jψTx

1,l (f1,i)
}
· · · exp

{
−jψTx

k1,l(fk1,i)
}
· · · exp

{
−jψTx

K1,l(fK1,i)
}]

, (2.12)

aRx
l,i =

[
exp

{
−jψRx

1,l (f1,i)
}
· · · exp

{
−jψRx

k2,l(fk2,i)
}
· · · exp

{
−jψRx

K2,l(fK2,i)
}]

, (2.13)

aFr
l,i = [exp (−j2πf1,iτl) · · · exp (−j2πfk3,iτl) · · · exp (−j2πfK3,iτl)] . (2.14)

The operation ⊗ denotes the Kronecker product. The vector/matrix composed of the phase

difference terms are called array steering vector/matrix. Under the plane wavefront model,

specific expression can be derived for the phase difference terms by considering typical antenna

arrays, such as a uniform linear array (ULA) and a uniform rectangular array (URA) on the
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horizontal plane as follows:

exp {−jψk1,l(fk3,i)} = exp

[
−j

2πfk3,i

c
∆dm1 cos φ + jξ

]
(ULA) (2.15)

= exp

[
−j

2πfk3,i

c
∆d(m1 cos φ sin θ + m2 sin φ sin θ) + jξ

]

(URA). (2.16)

m1 and m2 are the element indices on the x and y axes respectively (1 ≤ m1 ≤ M1, 1 ≤
m2 ≤ M2). ∆d denotes the inter-element spacing of the array. For the URA, we assume that

∆d takes the same value for x and y axes for simplicity. Both ULA and URA are used in the

measurements described in later chapters. ξ is an offset of the phase which should be taken

into account when the array center is not located on the origin of the coordinates.

2.3 UWB Spatio-Temporal Beamforming

The most primitive methods to obtain angular-delay properties from the spatio-temporal

measured data is the Fourier Transform. In the angular domain, it is alternatively called

beamforming. Although this method is not a parametric algorithm which estimates the

parameters of propagation paths, it is informative to consider this method since it provides

us with the fundamental angular and delay resolution realized by antenna aperture size and

signal bandwidth of the channel sounding, respectively.

As the measured data are discrete forms in the spatial-frequency domain, actual imple-

mentation of the method becomes the discrete Fourier Transform,

h(ΩTx,ΩRx, τ) =
1

KI

K1∑

k1=1

K2∑

k2=1

K3I∑

k3=1

Hk1k2k3,i exp
{
jψTx

k1,l(fk3,i)
}

exp
{
jψRx

k2,l(fk3,i)
}

exp (j2πfk3,iτl)

(2.17)

In the following, we investigate the beampatterns synthesized by ULA and URA. The Fourier

resolution in the angular domain is determined in the analysis, which is one of the most

important specification of the channel sounding.

2.3.1 Synthesized Beampattern

Array configuration is summarized in Table 2.1 together with the frequency range used for

beam synthesis. For ULA, the number of antenna elements were 4, while the URA took two

kinds of antenna configuration: 4×4 and 10×10. In all cases, inter-element spacings were set

to 48 mm. It corresponds to 0.49λ in the lowest frequency, 3.1 GHz. Except for two arrays

which are to be used in Chapter5, the array was used with full frequency band allowed for

UWB systems in the microwave range, 3.1 − 10.6 GHz.
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The synthesized beampatterns in the azimuthal domain using the Fourier Transform for

arrays (a) to (d) are shown in Fig. 2.4. We could treat the beampattern on the Tx and Rx

sides separately because they are independent of each other. An incoming plane wave was

assumed from φ = 0 deg and θ = 90 deg. Definition of coordinates follows Fig. 2.2. In the

beam synthesis, beampatterns of different frequencies are coherently summed by considering

DT. The beampattern showed some sidelobes and grating lobes, but its response was at least

13 dB below the mainlobe. The 3-dB beamwidth of the mainlobe gave rise to the Fourier

resolution of the array, and is summarized in Table 2.1. It was found that the larger size of the

array led to narrower beamwidth, corresponding to better angular resolution. It also turned

out that the beamwidth of pattern (d) was slightly wider than that of pattern (b) though

the two arrays used the same aperture size. The difference stemmed from the difference of

frequency range used in the beam synthesis. Generally higher frequency realizes narrower

beamwidth given the constant physical size of antenna aperture, and therefore, summing

beampatterns up until higher frequencies gave rise to the narrower beamwidth in pattern (b).

Both ULA and URA have uncertaintly in estimating angles, which is called “ambiguity”.

A horizontal URA cannot distinguish paths coming from +z and −z axis of the array, since the

phase response of the URA between the two paths are identical. A ULA can cover angular

estimation only for half the plane, thus the ambiguity of ULA is called “cone ambiguity”.

Assuming that a ULA is on the y-axis in the definition of coordinates depicted in Fig. 2.2,

it can cover −90 ≤ φ ≤ 90 [deg], and paths coming from −180 ≤ φ ≤ −90 [deg] and

90 ≤ φ ≤ 180 [deg] are treated equivalently as path incidence from −90 ≤ φ ≤ 0 [deg] and

0 ≤ φ ≤ 90 [deg], respectively. Furthermore, the ULA is not capable of resolving paths in

the endfire directions, ±90 deg since the effective size of antenna aperture is the smallest in

that direction. In contrast, the finest resolution is realized in the broadside (0 deg) incidence,

which is shown in Table 2.1. It can be seen that the azimuthal resolution of the ULA is

the same as that of URA, as far as the path incident from the broadside was concerned.

To estimate angular information without ambiguities, antenna arrays having a volume of

aperture is necessary, such as spherical and cube antennas.

The synthesized beampattern for polar angle is shown in Fig. 2.5. In this analysis, cal-

culation of the angular resolution was done for the plane wave incidence from θ = 90 deg,

that is from the horizontal plane. Since Tx and Rx antennas were placed almost at the same

height in most of our channel sounding campaigns, we expect many paths incident from this

angle. However, paths coming from θ = 90 deg is endfire incidence, resulting in a poor path

resolution capability. When beampattern of array (b) was calculated for paths coming from

65 deg, it intersected with the beampattern from incident angles 90 deg with −3 dB of the

normalized gain. Thus it can be seen that the path resolution in the polar domain was 25 deg.

As similar to the resolution in the azimuthal domain, the worse polar resolution was obtained

for smaller size of the antenna aperture, i.e., array (b).
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Table 2.1 Specifications of Array Configuration in Channel Sounding Campaigns.

Chapter in

this thesis

Types of the

array

# of elements

(Spacings [mm])

Frequency

range [GHz]

Angular

resolution [deg]
Notes

(a) Chapter3
Horizontal

rectangular

10 × 10

(48)
3.1 to 10.6

6 (Az)

25 (El)

(b) Chapter4
Horizontal

rectangular

4 × 4

(48)
3.1 to 10.6

18 (Az)

40 (El)
Rx side

(c) Chapter4
Horizontal

linear

4

(48)
3.1 to 10.6 18 (Az) Tx side

(d) Chapter5
Horizontal

rectangular

4 × 4

(48)
3.1 to 5.0

20 (Az)

40 (El)
Rx side

(e) Chapter5
Horizontal

linear

4

(48)
3.1 to 5.0 20 (Az) Tx side

2.3.2 Delay Resolution

The delay resolution can also be determined from the spatio-temporal beamforming results

in the same manner as angular resolution. It was found that the delay resolution is solely

dependent on the signal bandwidths used in the channel sounding, and specifically, the inverse

of the bandwidths gives the delay resolution. In arrays (a) to (c), the delay resolution was

0.13 ns corresponding to 40 mm resolution of path length. In arrays (d) and (e), 0.5 ns delay

resolution was accomplished, equivalent to 150 mm resolution in distance.

2.4 ML-based Estimator for UWB signals

Next, a maximum-likelihood (ML) based algorithm is introduced to characterize the angular-

delay behavior of propagation channels. Different from the spectrum-based characterization

of propagation channels, the ML-based approach enables us to characterize propagation be-

havior as a set of discrete propagation paths. The ML estimation finds parameters of prop-

agation paths that maximize the likelihood function by considering a certain signal model,

and therefore, this method is called parametric channel estimation. The signal model and its

parameters are defined in Chap. 2.2. The likelihood function in our case is the conditional

probability of measured data, given a model of signal components, its model parameters, and

the probability density function of the noise. The noise components are assumed to follow

identically and independently distributed complex gaussian distribution where its mean and

power equal to 0 and σ2.

In the vectorized notation, the measured data in experiments are composed of the transfer
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functions perturbed by thermal noise ni ∈ CK ,

yi = Hi + ni =
L∑

l=1

hl,i + ni, (2.18)

and then the data vector composed of the whole measured data and the tranfer function

vector yields

y =
[
yT

1 yT
2 · · ·yT

I

]T
∈ CKI×1, (2.19)

H =
[
HT

1 HT
2 · · ·HT

I

]T
, (2.20)

hl =
[
hT

l,1 hT
l,2 · · ·hT

l,I

]T
. (2.21)

Furthermore, we define a model parameter set µ as Eq. (2.22).

µ =
[
{sl,i}i ,Ω

Tx
l ,ΩRx

l , τl

]L

l=1
. (2.22)

Using the notations defined above, the likelihood function is expressed as Eq. (2.23),

p(y|µ) =
K1∏

k1=1

K2∏

k2=1

K3∏

k3=1

I∏

i=1

[
1

πσ
exp

(
−|yk1k2k3,i − Hk1k2k3,i|2

σ2

)]
. (2.23)

By taking the logarithm of Eq. (2.23), the log-likelihood function is simplified as follows.

log [p(y|µ)] = −KI log πσ − ||y − H(µ)||2

σ2
(2.24)

Thus the ML estimation of parameters which maximize the likelihood function in Eq. (2.23)

is

µ̂ = arg max
µ

p(y|µ) = arg min
µ

||y − H(µ)||2, (2.25)

where ·̂ means that the parameter is estimated. Finding µ in Eq. (2.25) is computationally

prohibitive due to the large simultaneous search dimensions. Here we introduce the expecta-

tion and maximization (EM) algorithm [58] to mitigate the computational load by reducing

the simultaneous search dimension. The EM algorithm first estimates the transfer function

of each path perturbed by noise, xl, from the measured data, y as Eq. (2.26),

xl = hl + βl (y − H) , (2.26)

where βl has a constraint
L∑

l=1

βl = 1, βl > 0 for all l. (2.27)

Equation (2.26) means that the expectation of the noise for each path is expressed as a part of

the measured noise component. Practically β = 1/L for all l which maximizes the conditional
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fisher information of the estimated xl [15]. The log-likelihood function for xl is analogous to

Eq. (2.25),

µ̂l = arg min
µl

||xl − h(µl)||2, (2.28)

where µl is a set of model parameters for the l-th wave,

µl =
[
{sl,i}i ,Ω

Tx
l ,ΩRx

l , τl

]
. (2.29)

Equation (2.28) corresponds to the maximization step of the EM algorithm. The simultaneous

search dimension is reduced to the set of single waves. Using the array steering vector defined

in the previous section, Eq. (2.28) can be rewritten as

µ̂l = arg min
µl

I∑

i=1

||xl,i − sl,ial,i(µ
′
l)||2, (2.30)

where xl,i is the estimated data of the l-th path in the i-th subband, and

µ′
l =

[
ΩTx

l ,ΩRx
l , τl

]
. (2.31)

Equation (2.30) is a procedure that finds the model parameters µ′
l which extract the largest

power from xl. Thus we can reorganize the procedure by a matched filter approximation,

µ̂′
l = arg max

µ′
l

I∑

i=1

||aH
l,i(µ

′
l)xl,i||2. (2.32)

The maximization procedure can be further reduced to one-dimensional sequential search

using the space alternating generalized EM (SAGE) algorithm [59]. The search is conducted

parameter by parameter, and iteratively updating the parameters. During a search of one

parameter, other parameters are kept fixed. As it is verified that the log-likelihood function is

monotonically increasing in the sequential search, an iteration of the set of sequential search

can reach a certain maximum value of the log-likelihood function.

After µl is estimated, the reference transfer functions, sl,i, can then be obtained by utilizing

a part of the likelihood function within the i-th subband. It is derived as a maximum value

of the matched filter output,

ŝl,i =
aH

l,i(µ̂
′
l)xl,i

aH
l,i(µ̂

′
l)al,i(µ̂

′
l)

, (2.33)

where the i-th subband spans the frequency band between (fci − B
2
) and (fci + B

2
), and fci

denotes the center frequency of the i-th subband. µ̂′
l denotes an estimated result of model

parameters which is common over the whole frequency band. Here, if we assume that the

reference transfer function of each subband is represented by that at the center frequency of

the subband, we can derive the reference transfer function at any frequency using Eq. (2.33)

by shifting the subband, namely shifting the center frequency, with a constant B.
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2.4.1 Consideration on Subbands

The bandwidth for subband B can be optimized in the implementation of the ML-based

estimator. Let us assume two paths are ∆φ and ∆τ apart in the azimuthal and delay domains,

respectively. Furthemore, we define Ξφ and Ξτ as a Fourier resolution of the estimator in the

azimuthal and delay domains, which were determined in Chap. 2.3. In fact, the selection of

the width of the subband indicates a tradeoff between accurate estimation of the reference

transfer functions and achievable time resolution. The larger the bandwidth that is dedicated

to achieve greater time resolution, the larger the error in the results of the estimated reference

transfer functions. Therefore, the following criteria are recommended in selecting the optimum

width of the subbands.

1. When ∆φ > Ξφ:

As the path is already resolved in the angular domain, the use of a narrower bandwidth

is recommended where variations in antennas and propagation characteristics are rea-

sonably small, in order to probe frequency dependent magnitude and phase accurately.

2. When ∆φ < Ξφ:

The value of B should be more than a fraction of the value ∆τ in order to resolve two

paths in the delay domain.

The criteria are summarized in Fig. 2.6.

2.4.2 Implementation of the ML-based Estimator

We implemented the ML-based estimator in a succesive interference cancellation (SIC) manner

[21]. Although the main drawback of the SIC type path detection is error propagation, the

fine time resolution offered by UWB signals can mitigate it, since the detection and removal

of the paths are conducted in an accurate manner. The SIC type procedure is equivalent to

the EM algorithm with the number of paths equals to one, and consists of the following steps:

1. Find value of model parameters of the strongest path, given the measured data y is

substituted into Eq. (2.32);

2. Find the reference transfer function, {ŝi}I
i=1, using the estimated model parameters and

Eq. (2.33);

3. Reconstruct data of the strongest path, hl, using Eq. (2.6), and remove it from the

original data y;

4. Substitute the resultant data (y − hl) into y, and return to step 1);
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5. Continue the set of steps mentioned above until the number of paths reaches a predefined

number, or power of detected path is below a certain threshould level, e.g., the noise

level.

In finding the value of model parameters in step 1), a combination of a coarse global mesh

search based on the EM algorithm and a fine local search based on the SAGE algorithm was

employed. In the coarse global mesh search, we identified the region which might include the

values of parameters that gave the maximum value of the log-likelihood function. After the

region was specified, fine local search was conducted inside the region to find the value of pa-

rameters accurately. The flow of the implemented ML-based algorithms are shown in Fig. 2.7.

The path detection took different procedure for processing the full-band (3.1−10.6 GHz) and

low-band (3.1 − 5.0 GHz) data. In the full-band implementation, path detection was done

in the angular-delay domain, whereas angular domain was not incoporated in the low-band

implementation. This difference is attributed to a relationship between delay resolution of

the system and inter-element spacings. The full-band measurement had distance resolution of

40 mm, but this was even capable of resolving each element of antenna arrays on Tx and Rx

sides, as we set the inter-element spacings to 48 mm. This prevented us from implementing

the path detection using the simple power delay profile (PDP), because a single path might be

detected several times due to the fine resolution. Angular estimation can compensate for this

issue, since it utilizes the difference of the DT within antenna arrays to estimate angles. Hence

this was incorporated with the DT estimation for the full-band data processing, necessitating

the derivation of two-dimensional power angular-delay profile (PADP) for path detection. In

contrast, the restriction for the relationship between delay resolution and inter-element spac-

ings in the low-band measurement was relieved: the resolution in distance and the maximum

size of the antenna aperture were about 160 mm and 200 mm, respectively. Thus the path

detection was done simply in the delay domain, enabling us to reduce the computational time

drastically without lossing the accuracy of the parameter estimates.

2.5 The Cramér-Rao Lower Bound (CRLB)

The CRLB, as the name suggests, provides the lower bound of variance in any biased and

unbiased parameter estimates. Particularly, as the root of the CRLB,
√

CRLB corresponds to

the lower bound of the root mean square error (RMSE) of parameter estimates, it can be used

as a criterion to evaluate the reliability of parameter estimates. We provide the derivation of

CRLB for our channel modeling purposes. Specifically, the CRLB of parameter estimates from

1) double-directional channel modeling using the plane wavefront, and 2) single directional

channel modeling using the spherical wavefront are presented. The CRLB is determined by

the structure of available data samples, i.e., the measured data.
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2.5.1 CRLB of Parameter Estimates in the UWB Double-Directional

Channel Sounding

In our UWB double-directional channel modeling described in later Chapters, the parameter

estimation was 4-dimensional: simultaneous estimation of DOD azimuth φTx, DOA azimuth

φRx, DOA polar θ, and DT τ . The CRLB is given by the inverse of the Fisher Information

Matrix (FIM) which is Hermitian, positive definite, and has the dimension of 4L× 4L where

L denotes the number of waves,

Fdd =




FφRxφRx FφRxθ FφRxφTx FφRxτ

FθφRx Fθθ FθφTx Fθτ

FφTxφRx FφTxθ FφTxφTx FφTxτ

FτφRx Fτθ FτφTx Fττ




. (2.34)

Each component of the submatrices in FIM is derived as

Fζ,ξ (l,l′) =
√

γl
√

γl′Re






 ∂a(ζ)

∂ζ

∣∣∣∣∣
ζ=ζl




H 
 ∂a(ξ)

∂ξ

∣∣∣∣∣
ξ=ξ′

l








(2.35)

where a is the array steering vector composed of all the array steering vectors in each subband

ai = aTx
i ⊗ aRx

i ⊗ aFr
i ,

a =
[
aT

1 · · · aT
i · · · aT

I

]T
. (2.36)

ζ and ξ can be either φTx, φRx, θ, or τ . Equation (2.35) is applied to the (l, l′)-th component

of the FIM submatrices. γl is the signal-to-noise ratio of the l-th path which has a relationship

between the reference transfer function as

γl =
1

Pn

I∑

i=1

|sl,i|2 (2.37)

where Pn is the noise level relative to the transmitted power.

As we used ULA and URA for Tx and Rx arrays respectively, the partial derivative of

Eq. (2.35) yields

∂a(φRx)

∂φRx
=

(
BRxaRx

)
⊗ aTx ⊗ aFr, (2.38)

∂a(θ)

∂θ
=

(
BRx′

aRx
)
⊗ aTx ⊗ aFr, (2.39)

∂a(φTx)

∂φTx
= aRx ⊗

(
BTxaTx

)
⊗ aFr, (2.40)

∂a(τ)

∂τ
= aRx ⊗ aTx ⊗

(
BFraFr

)
, (2.41)
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where the diagonal matrices B ∈ CL×L are composed of the following elements:

BRx = diag

(
−j

2πfk3,i

c
∆d(−m1 sin φRx sin θ + m2 cos φRx sin θ)

)
, (2.42)

BRx′
= diag

(
−j

2πfk3,i

c
∆d(m1 cos φRx cos θ + m2 sin φRx cos θ)

)
, (2.43)

BTx = diag

(
−j

2πfk3,i

c
∆d(−n sin φRx)

)
, (2.44)

BFr = diag (−j2πfk3,i) . (2.45)

Finally, the inverse of the FIM yields a matrix composed of CRLB,

CRLBdd = F−1
dd . (2.46)

With the composition of FIM in Eq. (2.35), the CRLB for each parameter estimates is obtained

in the diagonal elements of CRLB as follows.

CRLB(φRx
l ) = CRLBdd(l,l),

CRLB(θl) = CRLBdd(L+l,L+l),

CRLB(φTx
l ) = CRLBdd(2L+l,2L+l),

CRLB(τl) = CRLBdd(3L+l,3L+l).

The non-diagonal elements of CRLB represents the correlation of different parameter esti-

mates. If two parameter estimates are uncorrelated, the value is 0.

2.5.2 CRLB of Parameter Estimates Using the Spherical Wave-

front

As to the spherical wavefront model, we derive the CRLB for multidimensional parameter

estimates composed of single directional angular information, such as azimuthal angle φ and

polar angle θ, as well as the delay time τ and curvature radii R. The FIM is also 4L × 4L

dimensional in this case,

Fsp =




Fφφ Fφθ FφR Fφτ

Fθφ Fθθ FθR Fθτ

FRφ FRθ FRR FRτ

Fτφ Fτθ FτR Fττ




. (2.47)

Each component of the submatrices in FIM is given as Eq. (2.35). However, different from

the plane wavefront model, the array steering vector a ∈ CK1K3I×1 has a more complicated
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form than the plane wavefront case, and cannot be expressed using the Kronecker product.

When URA is considered, the element of the array steering vector yields

ak1k3,i = exp

{
−j

2πfk3,i

c
(||rsource − rarray,k1 || − R)

}
exp {−j2πfk3,iτ}. (2.48)

The partial derivative of Eq. (2.48) is

∂ak1k3,i

∂φ
= −j

2πfk3,i

c
bφ
k1k3,i · ak1k3,i, (2.49)

bφ
k1k3,i =

dx sin φ(R − dx cos φ sin θ) + dy cos φ(dy sin φ sin θ − R)

||rsource − rarray,k1 ||
sin θ, (2.50)

∂ak1k3,i

∂θ
= −j

2πfk3,i

c
bθ
k1k3,i · ak1k3,i, (2.51)

bθ
k1k3,i =

dx cos φ(dx cos φ sin θ − R) + dy sin φ(dy sin φ sin θ − R)

||rsource − rarray,k1 ||
cos θ +

dz(R − dz cos θ)

||rsource − rarray,k1 ||
sin θ, (2.52)

∂ak1k3,i

∂R
= −j

2πfk3,i

c
bR
k1k3,i · ak1k3,i, (2.53)

bR
k1k3,i =

R − dx cos φ sin θ − dy sin φ sin θ − dz cos θ

||rsource − rarray,k1 ||
− 1, (2.54)

∂ak1k3,i

∂τ
= −j2πfk3,i · ak1k3,i. (2.55)

Finally, the CRLB for each parameter is obtained after inverting the FIM CRLBsp = F−1
sp ,

CRLB(φl) = CRLBsp(l,l),

CRLB(θl) = CRLBsp(L+l,L+l),

CRLB(Rl) = CRLBsp(2L+l,2L+l),

CRLB(τl) = CRLBsp(3L+l,3L+l).

2.6 Summary

This Chapter summarized the composition of the UWB channel sounder. Focus of the de-

scriptions were laid on the measurement apparatus achieving either the double- and single-

directional UWB channel sounding utilizing plane and spherical wavefronts, performance

criteria of the proposed channel sounder, and the theoretical background of the parametric

channel modeling algorithms based on the ML-estimator. Through the UWB spatio-temporal

beamforming, the fundamental resolution in detecting paths for the angular and delay do-

mains were given for the specific array configuration and signal bandwidth of the measure-

ments. Furthermore, acutal implementation of the proposed ML-estimator was described.
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Finally, the CRLB was derived as a basis to assess the reliability of parameter estimates for

two types of wavefront models: plane and spherical wavefront models.

In the next Chapter, we experimentally evaluated the performance of the proposed UWB

channel sounder in an anechoic chamber.
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Figure 2.4 Synthesized azimuthal beampattern for arrays (a) to (d).
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Figure 2.5 Synthesized beampattern in the polar angles for arrays (a) and (b).
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Figure 2.7 Flow of the ML-based estimator implemented for processing full- and low-band

data.
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Chapter3

Verification of the UWB

Double-Directional Channel Sounder

in an Anechoic Chamber

It is important to confirm the performance of the proposed UWB double-directional chan-

nel sounder before measuring and modeling actual propagation scenarios in order to assure the

reliability of the resultant channel modeling results. To assesss the performance of our UWB

channel sounder, measurements were conducted in an anechoic chamber [46]. Anechoic cham-

ber is a room with its wall surrounded by electromagnetic absorber so that the propagation

environment can be controlled, and even the simplest propagation scenario without multipath

components i.e., AWGN channels can be realized. The objectives of the measurement are:

1. To confirm the accuracy of parameter estimates using our UWB double-directional

channel sounder,

2. To assess the angular and time resolution,

3. To validate the effectiveness of the subband in UWB path model to detect frequency

dependent magnitude and phase in path loss, and

4. To evaluate the plane and spherical wavefront models and compare their results.

This chapter highlights the experimental specifications and results from the measurement.

The following findings were obtained from each of the investigation items mentioned above:

1. The parameter estimates of propagation paths were accurate enough,

2. The path resolution capability in the angular and delay domains were as fine as the

Fourier resolution,

3. The frequency dependent effect was accurately detected using the subband model, and
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4. The spherical wavefront outperformed the plane wavefront in characterizing physical

phenomena.

In the following, we first start from the description of the experimental setup.

3.1 Experimental Setup

Throughout the measurement campaigns presented in this Chapter, the data were collected

with the measurement system depicted in Fig. 3.1. The system consisted of a VNA and a

synthetic array on the Rx side. Two sources were realized on the Tx side by introducing a 3-

dB power divider in assessing resolution. The relative position of the sources were arbitrarily

configured. DOA of the sources was estimated on the Rx side. DOD angles were not estimated

this time because of the limitation of spaces to create antenna array on the Tx side. However,

as the performances of antenna array equipped on the Rx and Tx sides were independent,

verification of the antenna array performance in one side of the link can also be applicable

for antenna arrays equipped on another side.

The other specifications for the anechoic chamber tests are listed in Table I. The antennas

used in the tests were UWB monopole antennas [79] whose characteristics were known prior

to the experiment. Radiation patterns on the azimuthal plane are available in complex values.

Fluctuation of the group delay is less than 0.1 ns within the measurement bandwidth. The

antennas radiate vertical polarization, so the reference transfer function, Eq. (2.1), is approx-

imately reduced as in Eq. (3.1), by substituting DRx
H (f,ΩRx) = 0 and DTx

H (f,ΩTx) = 0,

s(f) = α(f, τ)DRx
V (f,ΩRx)rV V (f)DTx

V (f,ΩTx). (3.1)

As back-to-back calibration was done, the impedance mismatch effects between the cables

and antennas were negligible. In the following sections, all the results presented are after

the removal of the antenna directivities. To remove the antenna directivities, the following

procedure was carried out: 1) DOA was estimated for each path from the measurements; 2)

DOD was calculated for each path after the measurements by using the antenna positions in

the test scenarios; 3) complex antenna transfer function was determined for the Tx and Rx

antennas using the DOD and DOA information; 4) and finally, the reference transfer function

of paths obtained in the measurements were divided by the complex antenna gains, and only

the propagation characteristics remain.

3.2 Evaluation of Angular Resolution

The element spacing of the synthetic array was 48 mm in the angular resolution test, which

was equivalent to 0.49λ at the lowest frequency of the measurement. However, the element

spacing was larger than half the wavelength in the higher frequency region which did not





Vector network 
analyzer (HP8720ES)

Tx1 Tx2

3-dB power
splitter

Rx

port1 port2

Horizontal plane
scanning

RF cable (10m) RF cable (5m)

RF cable
(1m)

Figure 3.1 UWB spatio-temporal channel measurement system.

fulfill the sampling theorem in the spatial domain. It results in aliasing in the angular do-

main, but it cannot be a problem when the log-likelihood function is calculated with all the

frequency domain data. As a result, angular resolution is restricted by the lowest frequency,

because a constant physical aperture length corresponds to a smaller electrical aperture in

the lower frequency region, ending up with a wider beamwidth and lower angular resolution.

As the electrical aperture length of the synthetic array was 4.5λ at the lowest frequency, this

corresponded to approximately 6 deg in the 3-dB beamwidth, which could be regarded as the

inherent angular resolution of the array (see Chapter2 for the synthesized beampattern).

In the test, two paths with the same delay times and polar angles, but with 10 degrees of

difference in the incident azimuthal angle of arrival were investigated for accuracy in resolution

and detection. Eight hundred MHz was chosen for the subband, but almost the same results

were obtained for an arbitrary bandwidth for the subbands. We assumed the spherical wave-

front model to estimate the angles. The estimated parameters for the two paths are listed in

Table II. The theoretical values are also listed in parenthesis, which were calculated from the

Tx and Rx positions in the scenario. In Fig. 3.2, we can see the estimated reference transfer

functions and theoretical values for each path. The theoretical characteristics were calculated

from Friis’ transmission formula described in Eq. (2.2). The estimated magnitude and phase

of the spectrum agreed well with the theoretical characteristics. These results proved that

the approach could achieve an angular resolution that is close to the Fourier resolution.

3.3 Evaluation of Temporal Resolution

Since the measurement system used the 7.5 GHz bandwidth, inherent Fourier resolution in the

delay domain was 0.13 ns, which is equivalent to 4 cm. However, in the time resolution tests,
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Table 3.1 Specifications for anechoic chamber tests.

Bandwidth 3.1 to 10.6 GHz.

Frequency sweeping

points
801.

Spatial sampling

10 × 10 points in horizontal plane.

Element spacing is 48 mm, which is

less than half the wavelength at

3.1 GHz.

Estimated components

DOA azimuth, polar angles,

curvature radius, delay time,

and magnitude and phase of

the reference transfer function.

Antennas UWB monopole antennas [79].

Polarization Vertical–vertical.

SNR at

receiver
About 25 dB.

Calibration

Internal function of the VNA,

Back-to-back, the distance between

Tx and Rx is 5.0 m.

two different paths 0.67 ns (20 cm) apart were examined because the size of antennas prevented

us from placing the antennas closer than that distance, and also to avoid electrical coupling

of the two sources. Following the criteria in Fig. 2.6, the value of bandwidth for the subband

B was selected as a fraction of the delay time difference, i.e., 1
∆τ

= 1.5 GHz. The results

for estimating the parameters and spectrum are listed in Table III and Fig. 3.3, respectively.

The results revealed that the two paths were accurately separated, while spectrum extraction

partly failed in the highest and lowest frequency regions. This is due to the limited bandwidth

of the measurement. As we stated before, estimation of the reference transfer function at a

certain frequency fci requires log-likelihood function spanned in bandwidth (fci − B
2
) ≤ fci ≤

(fci+
B
2
). However, it is obvious that a sufficient bandwidth of subband B to resolve two paths

is not assured if fci is within the highest and lowest frequency regions of fmin ≤ fci < (fmin+ B
2
)

and (fmax − B
2
) < fci ≤ fmax, respectively. fmin and fmax denote the lowest and highest

frquency of the measurement frequency band. In the experimental results, the bandwidth

where spectrum estimation was incorrect was B
2

= 0.75 GHz and 1.2 GHz for the first and

second detected paths, respectively. The wider bandwidth in the second path was due to

over-estimating of the power for detecting the first path in the lowest and highest frequency

regions. Furthermore, we conducted additional time resolution tests with ∆τ varied from
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Table 3.2 Parameters estimated in the angular resolution test. Theoretical values

are shown in parentheses.

Azimuth Polar Delay Curvature radius

[deg] [deg] [ns] [m]

#1
0.40

(0.00)

87.70

(86.57)

16.67

(16.70)

5.30

(5.01)

#2
10.20

(10.00)

88.90

(86.57)

16.67

(16.70)

4.95

(5.01)

Table 3.3 Parameters estimated in the time resolution test. Theoretical values are

shown in parentheses.

Azimuth Polar Delay Curvature radius

[deg] [deg] [ns] [m]

#1
0.30

(0.00)

87.90

(86.42)

16.00

(16.03)

4.75

(4.81)

#2
0.30

(0.00)

88.80

(86.57)

16.67

(16.70)

5.10

(5.01)

0.67 to 2.00 ns, i.e., from 20 to 60 cm, and determined the bandwidth BI where spectrum

estimation failed. The result is shown in Fig. 3.4. The results indicated that the first detected

path closely agreed with the BI = 1
2∆τ

, while those for the second path indicated larger values

than for the first paths, but smaller than BI = 1
∆τ

.

3.4 Robustness of Wavefront Models

It is often the case in indoor scenarios that spherical incidence of paths seems more realis-

tic than with the plane wavefront model. However, even if complicated signal models are

used, there is always signal model error. The more the signal model deviates from the physi-

cal propagation phenomena, the more significant the errors in estimating model parameters.

Specifically, the error appears as a spurious path, which cannot be identified in real environ-

ments. The spurious paths often prevent us from accurately detecting weaker paths, making

it difficult to investigate the physical phenomena correctly.

Here we will present one example that estimates paths incident from azimuth 0 deg (#1)

and 15 deg (#2). Plane and spherical wavefront models were assumed in estimating the angles,

and their performance was evaluated and compared. Note that the power for source #2 was
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20 dB weaker than that for point source #1 by using an attenuator for source #2. After the

stronger path, #1, was successfully detected and removed, the log-likelihood function was

calculated to detect source #2. Figure 3.5 plots the results of the calculation using both

wavefront models. The peak appeared in the direction of the true source with the spherical

wavefront model, while the plane wavefront model failed to detect source #2, due to its larger

response at ±5 deg, which seemed to be the residual components of source #1. In this case,

the parametric channel estimator regards the peak at 5 deg as the second strongest source,

resulting in the production of a spurious path. Spurious paths were detected even for the third

path, and finally the true source was detected in the fourth detection. This indicates that the

spherical wavefront model expresses the physical propagation phenomena more precisely.

The robustness of the spherical wavefront model can also be evaluated with respect to the

residual power after paths are detected and extracted. If the residual power is limited, this

indicates that the signal model fits the measured data well. In contrast, greater amounts of

residual power mean greater deviations in the signal model. We detected a single path by using

antenna array with several aperture sizes in the anechoic chamber tests. Both spherical and

plane wavefront models were used as signal models, and residual power after the extraction

of the path was evaluated. The results are plotted in Fig. 3.6. We can see that the spherical

wavefront model always accomplishes less residual power, regardless of the size of the array.

Furthermore, the residual power increases monotonically as the array size increases, indicating

that a larger array results in larger signal model deviations from the measured data.

It is again worth mentioning that the plane wavefront is considered as a special case in

the spherical wavefront, since they are equivalent as curvature radii of the spherical model

approaches infinity. However, estimating large curvature radii may result in large errors, due

to the small gradient of the log-likelihood function. In iteratively calculating the log-likelihood

in the ML-based estimator, a small gradient often results in more iterations until convergence

to stationary points, which is burdensome in terms of calculations.

In order to assess the accuracy of parameter estimates depending on the curvature radius,

we derived the
√

CRLB and corresponding RMSE for various length of curvature radii, and

compared the results. The derivation was performed under the conditions that two resolvable

paths are incident to URA. The two paths have different azimuthal angles by 10 deg and

common polar angles, curvature radius, and delay time, which is the same condition as the

angular resolution test reported in Chap. 3.2. Frequency range and array configuration were

the same as anechoic chamber test (see specification of the test, Table 3.1). Other setup of

parameters is summarized in Table 3.4.
√

CRLB was calculated using the formula established

in Chap. 2.5.2, and RMSE were calculated based on Monte-Carlo simulations. The Monte-

Carlo simulation here refers to trying the parameter estimation many times using snapshots

generated by different realization of noise.

Figure 3.8 shows
√

CRLB and RMSE for the curvature radius ranging from 1 to 100 m.

The values plotted in the figure were obtained from path #1. It was found that RMSE was
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always lower than
√

CRLB because of the characteristics of the ML-based estimator. By

taking fine local search in each parameter domain, resultant RMSE can be even lower than√
CRLB as reported in [21]. In our implementation of the fine local search, the interval of

parameter search in each domain was set to 0.1 deg, 0.05 m and 0.01 ns in the angular,

curvature radius, and delay domains.

Looking at Fig. 3.8, the curvature radii revealed large estimation variances and RMSE

especially when R > 10 m, while other parameters had almost constant variance and RMSE

regardless of the value of curvature radius. The mean RMSE for azimuthal and polar angles

were 0.7 and 0.07 deg, and the mean RMSE for the delay time was 2.5× 10−3 ns. The RMSE

of the curvature radius for 10 m and 100 m was 1 m and 25 m respectively, but these values

were largely dependent on the implementation of the estimator.

It can be seen from the results that the estimation error of curvature radius was not

significant in most of the indoor radio channel modeling, since the distance between scattering

objects and terminal antennas, or between terminal antennas were several tens of meters at

most. Still, we must also bear in mind that the accurate results yielded by the spherical

wavefront model are achieved at the expense of increasing the computational burden.

Table 3.4 Conditions of calculating CRLB and simulation RMSE.

Path #1 Path #2

Azimuthal angle φ [deg] 180 170

Polar angle θ [deg] 80 80

Curvature radius R [m] 1 to 100 1 to 100

Delay time τ [ns] 30 30

Signal-to-noise ratio [dB] 30 30

3.5 Resolving Paths Exceeding the Inherent Fourier Res-

olution

It is a matter of interest how the algorithm behaves in the detection of two incident paths,

which are closer in the angular-delay domain than the inherent Fourier resolution. For exam-

ple, the results of estimating the spectrum for two paths, which have 5 deg different azimuthal

incidences but no delay or polar differences, are plotted in Fig. 3.7. As the angular difference

was less than the inherent Fourier resolution, the spectrum for the second path was underes-

timated, as a consequence of overestimating the power for the first path. However, angle and

delay parameters were accurately estimated. Note that a multi-dimensional spatio-temporal
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channel estimation will offer much higher resolution than the single dimensional estimation.

This is one of the advantages of using multi-dimensional channel estimation.

3.6 Accuracy of Parameter Estimates in Endfire Direc-

tion

By employing a horizontal synthetic array on the Rx side, paths may be incident from the

endfire direction of the array. The endfire direction refers to the direction where the effective

size of antenna aperture is minimum, resulting in the lowest capability to resolve paths and

estimate parameters accurately due to the wide beamwidth. In case of a horizontal array,

polar angle around 90 deg corresponds to the endfire direction. In fact, the results of anechoic

chamber tests revealed deviating estimates of polar angles from theoretical values due to the

endfire incidence of paths.
√

CRLB and corresponding RMSE were again calculated for

the parameter estimates by assuming endfire incident of propagation paths. Here it is also

assumed that two resolvable paths having parameters in Table 3.6 are incident to URA.

Frequency range and antenna configuration were the same as the anechoic chamber test.

Calculated
√

CRLB and RMSE for angular parameters, curvature radius, and delay time

are shown in Fig. 3.9. It was again found that RMSE was always less than
√

CRLB due to the

implementation of the ML-based estimator. As expected, large polar angles, i.e., incidence

of paths from endfire direction, resulted in large errors of parameter estimates. Theoretically

the polar angle estimates around 90 deg revealed huge variance, but actually the RMSE was

about 1 deg in our implementation, since the path was resolved in other parameter spaces.

For other parameters, RMSE does not drastically change depending on polar angles, and the

mean RMSE was 0.1 deg, 0.3 m, and 4.0× 10−3 ns for the azimuthal angle, curvature radius,

and delay time.

Table 3.5 Conditions of calculating CRLB and simulation RMSE.

Path #1 Path #2

Azimuthal angle φ [deg] 180 170

Polar angle θ [deg] 70 to 90 70 to 90

Curvature radius R [m] 5 5

Delay time τ [ns] 30 30

Signal-to-noise ratio [dB] 30 30
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3.7 Summary

This Chapter presented the results from anechoic chamber tests assessing the performances

of the UWB channel sounder. The following aspects were confirmed from the tests:

1. Angular and time resolution of the sounding system approaches the inherent Fourier

resolution of the measurement which are determined by the size of antenna aperture

and signal bandwidths;

2. Frequency dependent magnitude and phase in path loss is accurately detected as long

as paths were resolved; and

3. Spherical wavefront model can outperform the plane wavefront model given the short-

range environment of anechoic chamber.

Using the sounder, it is possible to analyze the propagation phenomena in detail even in

indoor propagation scenarios which reveal rich multipath environment. The fine angular-delay

resolution capability sometimes achieves the detection of “a single wave”. The capability of

the proposed channel sounding system and its results are to be dedicated to the channel

modeling activities, as described in Chapter4.
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Figure 3.2 Results of estimating spectrum in the angular resolution test: two paths with

the same delay times but 10-deg difference in DOA azimuthal angles.
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Figure 3.3 Result of estimating parameters in the time resolution test: two paths with the

same DOAs but different delay time of 0.67 ns.
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Figure 3.8
√

CRLB and RMSE for the curvature radius ranging from 1 to 100 m. Two

resolvable paths were considered for the derivation.
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CRLB and RMSE for the polar angle ranging from 70 to 90 deg. Two resolv-

able paths were considered for the derivation.
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Chapter4

Cluster-based Analysis and Modeling

of UWB Double-Directional Radio

Channels in Home Environments

Having confirmed the performance of the proposed UWB double-directional channel sounder,

this Chapter presents the results from channel sounding and propagation modeling in a

Japanese wooden house. Home environments are considered as one of the most popular

scenarios where WPAN systems are to be installed. However, other propagation measure-

ments and modeling targeting WPAN applications, namely covering UWB bands, mainly

investigated office [20, 22–24, 36, 39, 43] and industrial [44, 47] environments, and therefore,

it is obvious that channel measurements and propagation modeling is required in home en-

vironments. Another aspect that motivated our channel sounding campaign is related to

the separation of propagation channels and antenna properties. Antennas are considered as

a source of waveform distortion [76], necessitating propagation models that do not include

antenna properties used in the channel sounding campaign. The double-directional channel

sounding and propagation modeling is a known method to achieve separation of propagation

behavior and antenna properties. The method enables us to develop channel models that

expresses only propagation behavior. It is obvious that the double-directional sounding and

propagation modeling is essential in UWB systems, but none of the measurements dedicating

to the WPAN applications have tried this.

This measurement covered several scenarios in home environments: line-of-sight (LOS)

scenario where Tx and Rx antennas were placed in the same room, and inter-room, inter-floor,

room-to-corridor, and indoor-to-outdoor propagation channels revealing non-LOS (NLOS)

scenarios. In all the measurement scenarios, the settings of the UWB double-directional

channel sounder, such as the antenna configurations and bandwidth were common as shown

in Table 4.1. Characterization and modeling of propagation phenomena were performed using

clustering of propagation paths. As this method is the most popular way in characterizing
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angular-delay properties of propagation channels, the modeling results have a compatible form

with many standardized channel models. Modeling results from our channel sounding and

propagation modeling were contributed to the IEEE802.15.4a standard channel model [64] and

COST273 MIMO channel model [66] as representative parameters for home environments.

First, this Chapter starts from introducing the environment where UWB double-directional

channel sounding and propagation modeling were performed.

4.1 Environment under Consideration

The measurement was conducted inside a Japanese wooden house. The floor plan of the house

is depicted in Figs. 4.1. Tx and Rx positions, definition of coordinates, and azimuthal angles

are shown as well. The Tx URA was parallel to the x-axis when it was inside the house,

and it was parallel to the y-axis when it was outdoor. The environment contained a small

number of furnitures, such as desks and chairs. A total of seven environments were specifically

considered, which included line-of-sight LOS, NLOS, and obstructed-LOS (OLOS) channels.

The OLOS channel refers to the scenarios where only the first Fresnel zone spanned by the

Tx–Rx line was shadowed by obstacles, and can be seen as scenarios in between the LOS and

NLOS scenarios. These environments and measurement settings are described as follows.

• LOS environment (Tx1–Rx1)

The antennas were placed in the same room of the first floor of the house. The Tx and

Rx antennas were mounted 1.30 and 1.00 [m] respectively above the floor. Between the

phase center of the Tx and Rx array was a horizontal distance of 5.00 m.

• Room to corridor environment (OLOS: Tx2–Rx1)

The Tx antenna was placed in the corridor while the Rx antenna was located in a room

with the door left opened. A wall slightly obstructed the line-of-sight path. The Tx

and Rx antennas were mounted 1.30 and 1.00 [m] respectively above the floor, and the

horizontal distance between the phase center of the Tx and Rx array was 5.59 m.

• Room to corridor environment (NLOS: Tx2–Rx1)

The same channel in the room-to-corridor OLOS measurement except that the door

was shut.

• Inter-room measurement (NLOS: Tx3–Rx2)

A room-to-room propagation on the second floor of the house with all doors shut. The

Tx and Rx antennas were mounted 1.30 and 1.00 [m] respectively above the floor, and

the horizontal distance between the phase center of the Tx and Rx array was 5.00 m.
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• Inter-floor measurement (NLOS: Tx4–Rx3)

The Tx antenna was placed on the first floor while the Rx antenna was put on the

second floor of the house. The Tx and Rx antennas were mounted 1.30 and 0.50 [m]

respectively above each floor, and the horizontal and vertical distances between the

phase center of the Tx and Rx arrays were 5.00 and 2.07 [m], respectively.

• Indoor to outdoor measurement without shutters (OLOS: Tx5–Rx4)

The Rx antenna was placed on the first floor of the house, while the Tx antenna was

located outside the house. The channel was OLOS due to the wall between the Tx and

Rx. Metal shutters which cover sliding doors were not used in the measurement. Tx

and Rx antennas were mounted 1.50 and 1.00 [m] above the road surface and the floor

respectively, which results in 1.00 m difference of the absolute height between the Tx

and Rx. The horizontal distance between the phase center of the Tx and Rx array was

5.00 m.

• Indoor to outdoor measurement with shutters used (NLOS: Tx5–Rx4)

Metal shutters were used in the same settings as the indoor-to-outdoor OLOS measure-

ment, so the channel became NLOS.

The walls inside the house are made of plaster boards, and contain metal reinforcements,

while the windows and sliding doors consist of glass and metal frames. The measured channels

can be representative scenarios in the deployment of UWB systems.

4.2 Propagation Paths Identification and Clusters

4.2.1 Extraction of Propagation Paths and Its Clusterization

From UWB double-directional sounding conducted in each scenario, more than 50 paths

were extracted using the ML-based estimator. The SIC-type path detection can estimate

quite large number of propagation paths, but it was found not all the detected paths were

meaningful because 1) most of propagation paths after extracting 70 paths and more contained

less than 0.1% of the total received power, which had no significant contribution to the power

transmission from Tx to Rx; and 2) the parameter estimates of propagation paths were not

always reliable due to the low signal-to-noise ratio and the error propagation in the SIC-based

path detection. Thus we decided to use propagation paths having more than 0.1% of the total

received power for the analysis of propagation paths.

After the antenna deconvolution conducted for each propagation path using directional

information on both sides of the link, the paths were then classified into clusters. As commonly

practiced in propagation modeling, we also found that distribution of propagation paths
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over the DOA azimuth – DOD azimuth – delay domain formed multiple clusters. A path

distribution actually obtained from the NLOS inter-room scenario is shown in Fig. 4.2 for

example.

Clusters were extracted by a heuristic approach to collect propagation paths having sim-

ilar DOA azimuth, DOD azimuth, and delay time. In the exmaple, clusters A to E have no

obvious boundary with each other on the DOA–DOD map so that they may be classified into

an identical cluster. However, they were in fact distinct clusters if looking at different map,

namely DOA–delay domain. By virtue of the multi-dimensional analysis, detailed classifica-

tion of propagation paths into clusters were possible as shown in this example. DOA polar

angles were not taken into consideration in the clusterization, because we used the URA on

the Rx side resulting in the ambiguity of polar angles. Furthermore, if the detected cluster

had less than 1.0% of the total power, it was not used for further analysis. In contrast,

propagation paths that existed without associated paths and did not belong to any cluster,

e.g., direct waves in the LOS environment, were treated as “a singular path” as far as it had

more than 1% of the total received power. In a later description of the measurement results,

specific explanation will be given for singular paths.

Here we first discuss about the accuracy of the parameter estimates based on the CRLB.

Next, we present clusterization and its path identification results on floor plans in each sce-

nario. Finally, findings from path identification results are summarized.

4.2.2 Accuracy of the Parameter Estimates

Given the array structure on the Tx and Rx sides and available samples of transfer functions,

we derived
√

CRLB for estimated parameters in our experiment by assuming that the param-

eters are unbiased. According to the formulation of CRLB in Chapter2, we obtained
√

CRLB

as shown in Table 4.2. The values are the median of
√

CRLB derived from all propagation

paths in each scenario. Table 4.2 shows that
√

CRLB is less than 4.0 deg and 1.5 × 10−2 ns

in DOD/DOA azimuthal angles and delay time, respectively. Large
√

CRLB was observed in

the indoor-to-outdoor measurements because some paths were estimated with signal-to-noise

ratios of around 0 dB. However, more than 80 % of the paths revealed small
√

CRLB as the

values indicate in Table 4.2. Practically, these values are accurate enough for propagation

path identification, given the distance between Tx and Rx antennas and the surrounding ob-

jects in the measurement environments. In addition, considering that these values are as small

as one-tenth of the angular and delay resolution of the channel sounder, obtained parameter

estimates are sufficiently accurate that enable us to further conduct quantitative analyses on

clusters in later subsections. In contrast, DOA polar angles revealed larger values because

angle estimation was often conducted in endfire directions. Particularly, indoor-to-outdoor

scenarios resulted in
√

CRLB greater than 10 deg, thus we excluded DOA polar angles in the

subsequent cluster analyses.
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4.2.3 Results from the LOS Scenario

Path identification results for the LOS scenario are shown in Fig. 4.3. The figures consist

of propagation path distribution on the DOA–delay and DOA–DOD domain. In the path

distribution map, extracted clusters are also identified by showing cluster boundaries. The

total propagation paths were classified into 7 clusters. In Fig. 4.3(d), the strongest propagation

paths belonging to the clusters are shown on the floor plan. It was found that all the strongest

paths were made up of mirror-like specular reflection, and specular diffraction where the

Keller’s law held. Figure 4.3(c) is a colormap showing the power spectrum of the residual

components after all propagation paths were subtracted. The spectrum revealed no significant

peaks but still had wide dynamic range over the noise level. The power level of the spectrum

was high where cluster existed in the corresponding DOA–delay domain. Accordingly, the

power distribution of the residual spectrum and propagation paths had some correlation with

each other. The residual component represents mainly signal components that was not fitted,

modeled, and subtracted as propagation paths due to the finite angular-delay resolution and

incompleteness of underlying signal models in the parametric propagation modeling algorithm.

We can alternatively call the residual spectrum distributed diffuse scattering due to the dense

multipath components having very weak power [53,54].

4.2.3.1 Cluster Composition

Among the detected clusters, clusters A, B, and C were reflections from the window be-

hind the receiving antenna. The strongest path in cluster B was first-order reflection, while

other propagation paths belonging to the clusters might experience reflection more than once.

Cluster A included propagation paths experiencing sliding door and window reflections. Clus-

ter B contained window and ceiling / floor reflections, and cluster C was composed of display

/ window reflected waves. Even for the higher order reflections, the propagating paths were

dominated by specular paths. Cluster D had one strong component associated with several

weak paths and they arose from specular diffractions from the edges of the windows and

displays. Cluster E had wider range of the azimuth angle of arrival corresponding to the

distributions of reflection objects, i.e., displays and small desks near the wall. Propagation

paths having longer delay within cluster E experienced ceiling or floor reflections. Cluster F

had the largest number of paths in the detected since it included several types of propagation

paths, such as 1) reflection from the wooden door behind the transmitting antenna, 2) reflec-

tion from ceiling or floor, and 3) wooden door / ceiling twice-reflected waves. As they have

the same incident azimuth angles and closer delays, it is difficult to divide them into different

clusters without polar angles. Cluster G consisted of scattering from walls, glass, and the

metal frames of the sliding door. As the reflection objects had spatially wide distribution, the

range of incoming signals was also wider than other clusters, but was almost the same value

as cluster B.
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4.2.3.2 Cluster Properties

Table 4.3 lists cluster properties composed of 1) cluster DOA azimuthal angular spread, 2)

cluster delay spread, 3) percentage of the cluster power relative to the total received power,

4) minimum scattering loss of propagation paths belonging to each cluster, and 5) scatterer

identification result. The analysis revealed the following findings.

1. Cluster angular and delay spread was less than 6 deg and 1.7 ns, respectively.

The DOA azimuthal angular spread and the delay spread are the second order moment

of path distribution within the cluster. Ideally, angular and delay analysis should not

be carried out individually since they were highly correlated. However, it was found

that determining the probability density function (PDF) for the spatio-temporal cluster

shape was impossible because 1) huge amount of cluster samples were required to derive

it, while our data set was far from satisfactory to accomplish it; and 2) the derivation of

the probability density function is a stochastic analysis so that the shape of every cluster

reflecting the size and dimension of scatterer and the distance between the objects and

antennas, were eventually vanished. It can thus be reasonable to treat the angular and

delay domain properties individually in the stochastic analysis of clusters; while our

analysis focused more on the derivation of cluster properties in a deterministic manner

in order to relate the results with the physical phenomena. Based on the discussion,

we decided to derive the general spread parameters for each cluster. It means that we

did not consider any distribution function of paths within each cluster: The Laplacian

distribution [30,52] and the exponential distribution [20,35] are the popularly used PDF

to model intra-cluster path distribution in the angular and delay domains, respectively.

However, we did not consider any specific PDF in our derivation because the distribution

is obtained through stochastic approach, contradicting the treatment in a deterministic

manner.

According to the results from DOA angular spread, clusters B and E revealed larger

values probably because the clusters arose from a single large object or distributed small

scatterer. Most of the angular spread within the clusters was less than 5 deg and the

delay spread was at a maximum of 1.5 ns. The spread parameters were also derived

for other parameters, such as DOD azimuthal angles and DOA polar angles, but not

being shown in the table. The results revealed that DOD azimuthal spread took almost

the same range as DOA azimuthal spread. Whereas DOA polar spread showed much

larger values because polar angles were not used for the cluster extraction, most of

the clusters included both paths experiencing ceiling/floor reflection and paths without

experiencing them. Ambiguity of polar angle estimates using URA also affected the

large spread values.

2. Clusters composed of single reflected propagation paths carried majority of
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power.

Table 4.3 also lists the percentage of power occupied by each cluster. The direct wave

contains 28.3 % of the total received power. Clusters E and F had relatively stronger

power than other clusters, since majority of propagation paths composed of the clusters

were the single reflected paths. Other clusters revealing smaller power composition

mainly consisted of propagation paths experiencing more than single bounce. The

residual components after the subtraction of propagation paths still carried 23.0 %

of the total received power, which was a comparable amount of power as the direct

path. It should be noted that the sum of the percentage of power contained in each

cluster did not always reach 100 % (in this case, 95.2 %). This was because the complex

amplitude of propagation paths and residual components were coherently added when

computing the total power, while the total in terms of percentage did not take phase

components into consideration.

3. It is reasonable to assume the scattering loss takes almost the same value

over the considered bandwidth.

We finally discuss scattering coefficient of propagation paths. Results from this measure-

ment revealed that the path loss of the LOS component followed the Friis’ transmission

formula [80]. Applicability of the Friis’ formula implies that each individual path de-

tected in the experiment did not suffer from fading. From the observation, scattering

losses of a single path which came from reflections, diffractions, and penetrations can

be derived by removing the free space path loss from the gain of propagation paths

obtained in the propagation modeling. Deconvolution of antenna gain was done in the

final process of the propagation modeling.

Frequency characteristics of the scattering loss Lsc(f) is shown in Fig. 4.4. Among many

propagation paths belonging to each cluster, we chose the paths showing the minimum

scattering loss. Here we show only the magnitude, but the phase component was almost

the constant characteristics over the considered band. In addition, the mean scattering

loss was derived by integrating scattering loss over the considered bandwidth,

Lsc,m = 10 log10

(
1

fmax − fmin

∫ fmax

fmin

10
Lsc(f)

10 df

)
, (4.1)

where Lsc,m and Lsc(f) are both in dB scale, and fmin, fmax and τ denote the highest

and lowest measurement frequencies and delay time, respectively.

In general, the frequency dependence of the scattering loss was found to be flat in the

middle of the band, while fluctuation of the scattering loss was large around lowest and

highest frqeuency regions. This was attributed to the limited availability of bandwidth

in the regions, as confirmed in the anechoic chamber test (see Fig. 3.3 of Chap. 3.3). In
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cluster E, the notch of the scattering loss appeared in the middle of the bandwidth. This

was probably an interference pattern between the path of interests and adjacent path

on the angular-delay domain. It seems that the difference of delay time between two

paths were closer than the delay resolution, although we used 3 GHz for bandwidth of

subband, realizing 10 mm resolution of path length. In cluster C, frequency dependence

of the scattering loss was observed, but specific reasons cannot be drawn for this.

In most cases, it seems reasonable to assume that the frequency characteristics are

smooth in the middle of the bandwidth, where scattering loss is around the averaged

value as listed in Table 4.3. This assumption led to a simple simulating process of

generating scattering loss with reasonable accuracy.

4. Properties of the scattering objects largerly determined the shape and power

composition of clusters.

As to the comparison of scattering loss among clusters, it was found that cluster E

showed the smallest value, while the largest loss was obtained in cluster G. It can be

seen that the scattering loss of the display equipped on the wall was small. Among

physical phenomena that affected the scattering loss of propagation paths, such as the

length of propagation paths, the number of interactions with scattering objects, incident

angles to the scattering objects, and properties of the scattering objects, it seemed that

the properties of scattering objects, such as the size, material, and surface condition

affected the scattering loss most. Possible obsevations supporting the observation are

as follows: the strongest propagation path in cluster D experienced interaction with

scattering objects twice, and one of the interactions were the specular diffraction due

to the metal frame of sliding door. However, the scattering loss was still smaller than

clusters F and G, which were composed of paths experienced only single bounce due to

ceiling/floor (cluster F), and wall (cluster G). This can lead to the conclusion that the

number of interaction with scattering objects were less important. As to the incident

angles to the scatterers, it is impossible to draw any conclusion from the results obtained

in this measurement since the number of samples were too few.

4.2.4 Results from the Inter-Room Scenario

Propagation modeling results in the inter-room scenario is shown in Fig. 4.6. According to the

multi-dimensional clusterization of propagation paths, total 8 clusters were identified. Prop-

agation path distributions on the DOA–delay and DOA–DOD map are shown in Figs. 4.6(a)

and 4.6(b), respectively. Identification of the strongest path belonging to each cluster are

shown in Fig. 4.6(d). Although there was a wall between the Tx and Rx antennas, obtained

clusters still followed the specular reflections so that the path identification was straightfor-

ward.
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4.2.4.1 Cluster Composition

Clusters A and B arose from one side of the wall, while clusters F and G came from the

opposite side of the wall. Clusters A and B, F and G can be distinguished by considering

whether they experience a reflection from the window of Tx side or not. It is interesting

to point out that although the walls were symmetric with respect to the Tx–Rx line, the

number of detected paths and their power levels in clusters A and B were slightly different

from those in clusters F and G. Cluster D was associated with the paths around the shortest

delay paths, as explained above. Ceiling or floor reflections appeared as cluster E. Cluster

C revealed the same DOA and DOD as the shortest delay cluster and ceiling/floor reflection

clusters (clusters D and E), but revealed longer delay. This corresponded to the reflection

from the back of the Tx, i.e., window reflections. Clusters H was from the back of the Rx, and

contained three types of specular paths: a single bounced path from the window at the back

of the Rx, and twice reflected paths experiencing wall reflection at the back of the Rx and side

walls. Although the propagation mechanisms of the three paths were totally different with

each other, they were detected as an identical cluster because of similar values of delay time

and angular information. It implies that the propagation paths contained inside clusters do

not necessarily experience the same scattering process, particularly when the cluster revealed

longer delay time, corresponding to the longer path length. Compared to the reflection from

the back of Tx, the number of paths coming from the back of Rx was few because the paths

reflecting at the back of the Rx had longer delays, and suffered from greater path loss, resulting

in a less possibility to be detected due to the low signal-to-noise ratio.

4.2.4.2 Findings on Cluster Properties

Cluster properties were analyzed for the extracted clusters as summarized in Table 4.4. The

followings are the findings from the cluster properties.

1. Different from the LOS channel, the shortest delayed path formed a cluster.

The only difference of propagation characteristics from the LOS channel was that the

direct path in the LOS scenario was replaced by a cluster including the shortest delayed

path, namely cluster E. Cluster E showed specific characteristics in its spread param-

eters; it had the largest azimuthal angular spread among clusters, and its value was

more than twice as large as the values of other clusters as shown in Table 4.4. This

was due to the wall, and more specifically, due to reinforcings inside the wall. It caused

diffraction and produced propagation paths around the shortest delay paths. Seen from

Tx and Rx antennas, the distribution of effective radiation sources on the wall was as

wide as the area covered by the reinforcings, making the azimuthal angular spread much

larger. Angular and delay spread of other clusters revealed almost the same values as

that obtained from LOS scenario, and was ranging from 0.7 to 6.0 deg and from 0.05

to 1.70 ns, respectively.
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2. Modeled power as propagation paths was less than LOS channel mainly due

to the wall separating Tx and Rx.

Table 4.4 also shows the power composition of clusters relative to the total received

power. Among the detected clusters, the cluster enclosing the shortest delayed paths had

the largest contribution to the total received power, 31.1 %. Cluster A accommodated

the largest number of propagation paths coming from wall reflection, and carried 11.7 %

of the total received power. Cluster G, forming the symmetrical angular position of the

cluster A with respect to the Tx–Rx line, had the third largest power composition,

8.4 %.

It was also found that the modeled power by propagation paths was slightly less than

in the LOS scenario. It seemed that the wall separaing Tx and Rx affected this result.

The reinforcings inside the wall caused many diffracted paths, but it is basically hard to

characterize the diffracted paths completely mainly because of the following two reasons:

1) the wavefront of the diffracted paths follow complicated shapes, which are difficult

to be modeled using plane and spherical wavefront models; and 2) the diffracted paths

are incident to antenna arrays having shorter interval of the delay time or narrower

separation of angles than the inherent resolution of the channel sounder, thus it is

almost impossible to resolve all the incoming paths even with the fine resolution of our

UWB channel souder.

3. Wall penetration revealed 3.6 dB loss.

Figure 4.5 shows the power loss of wall penetration. As the distance between Tx and

Rx was identical for the LOS and inter-room measurements, the penetration loss due to

the wall can be derived by dividing the frequency spectrum of the shortest delayed path

in the inter-room scenario by the spectrum of the direct path in the LOS measurement.

The reslt showed that the penetration loss was larger in the higher frequency regions.

The mean penetration loss averaged over the frequency band was 3.6 dB.

It must be noted that as the cluster properties of the inter-floor scenario revealed similar

characteristics as the inter-room scenario, we do not show details of the result here.

4.2.5 Results from the Room-to-Corridor Scenario

In the room-to-corridor scenario, two realizations were measured. One scenario was with the

door closed, while the other wad door opened. Propagation path distribution on the DOA–

delay and DOA–DOD maps are shown in Fig. 4.7 so that we can compare the two realizations.

In OLOS and NLOS realizations, there were 4 and 6 clusters detected, respectively.
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4.2.5.1 Cluster Composition

Comparison of clusters between two realizations showed that there were three clusters shared

among OLOS and NLOS path distribution. The clusters appeared at the same angular-

delay positions on both maps, and they were specifically clusters A, C, and D. Cluster A

was a reflection/diffraction from the wall and sliding doors of the room. Cluster C involved

reflection or diffraction more than once, and experienced almost the same scattering process

as Cluster D in the LOS scenario (see Fig. 4.3(d)). Cluster D included several propagation

paths, but their power was so small that it contained only 1.0 % of the total received power.

It seemed that the propagation path constituting the cluster D experienced scattering at the

objects inside the strage room, but exact path identification was not accomplished due to the

lack of angular information on the Tx side.

Other clusters appeared only in either realization of the measurements. However, interest-

ingly, the clusters in OLOS and NLOS realizations were still inter-related with each other. For

example, cluster B and the singular path Z in OLOS realization corresponded to clusters E,

F, and G in NLOS realization. The path Z was the shortest delayed path which experienced

penetration of the wall separating room and corridor. However, in the NLOS scenario, path

Z formed cluster E by associating another path having delay time closer to itself. Clusters B,

F, and G were composed of propagation paths coming into the room through the door or

walls next to the door. However, cluster B was observed only in OLOS realization, and it was

divided into two clusters, F and G in NLOS realizations

4.2.5.2 Findings of Cluster Properties

Properties of clusters were also analyzed in this scenario. Results are summarized in Table 4.5.

We could obtain the following findings from the results.

1. Change of scatterer positions inside the first Fresnel-zone led to different

cluster properties.

For almost all the clusters, the door was located inside the first Fresnel zone of the

propagation paths spanned from Tx to Rx antennas. It was found that changing the

position of such scatterers can result in different compositions of propagation paths.

Here two kinds of differences resulted: 1) propagation path distribution itself changed,

and 2) propagation path distribution and cluster shape was maintained, but their power

changed. In the former case, clustering results eventually became different as we can

see in clusters B, Z, and E. Here several paths were newly created or shadowed by the

movement of scatterers. As an example of the latter case, cluster C in OLOS realization

contained three strong paths inside having power of more than −90 dB. However, in

NLOS realization, the number of paths above the power was reduced to only one in

that cluster. The total power contained in clusters was also influenced by this effect.





The absolute power and power composition relative to the total received power were

different by 3 dB and 5 % respectively in cluster C. The same observations also held in

cluster A.

2. The complicated structure of the environment resulted in less number of

clusters, larger scattering loss, and less modeled power.

Compared to the LOS and inter-room scenarios, the following observations of cluster

properties were obtained: 1) clusters experienced longer delay due to the increase of

Tx–Rx distance and additional scattering loss, thus the number of detectable clusters

having sufficient signal-to-noise ratio were small; 2) scattering loss of clusters were also

large due complicated scattering process. The mean scattering loss revealed about

10 dB larger values than that of LOS and inter-room scenarios; and 3) the amount of

characterized power by propagation paths was much lower than LOS and inter-room

scenarios. Both the OLOS and NLOS realizations of room-to-corridor scenario could

characterize only half of the total received power, which was the lowest values among

the measured environments. It can be seen that there were huge number of weak

propagation paths that were difficult to be modeled as a finite set of propagation paths

in this environment.

4.2.6 Results from the Indoor-to-Outdoor Scenario

As explained in the environmental description, we also examined two realizations of propaga-

tion channels in the indoor-to-outdoor scenario. One realization used metal shutters to cover

sliding doors, and other did not use it. Propagation path distribution on the DOA–delay and

DOA–DOD domains are compared for the two realizations as shown in Fig. 4.9.

4.2.6.1 Cluster Composition

In both OLOS and NLOS realizations, the number of extracted clusters was 4. Propagation

path identification of the strongest paths belonging to each cluster is shown in Fig. 4.10. It

was found that wall penetration and diffraction at the edge of windows and sliding doors

were the dominant propagation mechanisms in this scenario. Cluster A consisted of the

shortest delayed path which experienced wall penetration. Cluster B was also composed of

wall penetrated paths, but additionally experiencing ceiling and floor reflection, thus revealing

longer delay than Cluster A. Cluster C contained paths reflected on building surfaces located

at the back of Tx outside. Paths Z1 and Z2 were identified as singular paths, and were

diffracted paths from the metal frame of the sliding doors. The paths carried 1.2 and 2.0 %

of the total received power, respectively. As the sliding doors were located symmetrically

with respect to the Tx–Rx line, the DOD and DOA angular properties of the paths were
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also symmetrical. Clusters D contained scattered paths from the display at the back of Rx

antenna located inside the house.

4.2.6.2 Findings on Cluster Properties

Cluster properties in two realizations are summarized in Table 4.6. The results revealed the

following findings.

1. Clusters contained shortest delayed paths carried most of propagating power.

The shortest delayed clusters occupied 58.3 and 67.6 % of the total received power

in OLOS and NLOS realizations, respecitvely. The values were different by 10 %,

but cluster power was exactly the same for two clusters. Therefore, the difference was

attributed to the different total received power. The OLOS measurement obtained more

power than NLOS scenario due to the existence of more propagation paths than NLOS

scenario, as well as the higher noise level. It is worth noting that the transmission power

contribution by the strongest clusters were much more dominant than other scenarios.

It in turn means that clusters composed of scattered paths had only small contribution

to the total received power.

2. Use of the metal shutters did not affect the number of clusters.

Although the metal shutters shadowed some propagation paths including two singu-

lar paths Z1 and Z2, it did not result in the reduction of number of clusters in the

NLOS scenario. Different from the room-to-corridor measurements, the metal shutters

of this measurement was located outside of the first Fresnel zone in most clusters. Con-

sequently, properties of detected clusters revealed almost the identical characteristics

irrespective of the use of metal shutters.

3. Wall penetration loss and diffraction loss at the edge of metal frame were

about 5 and 18 dB, respectively.

Penetration loss was derived for the shortest delayed paths by using the same method as

yielding scattering loss (see Sect. 4.2.3.2). It was found that the frequency characteristics

of the penetration loss can be approximated as constant value, as we reported in the

results from LOS scenario. The mean penetration loss averaged over whole frequency

band was 5.3 dB. This value is slightly larger than the penetration loss derived from

the inter-room scenario, 3.6 dB. The difference was probably because of the difference

in structures for walls facing outdoor and for walls separating rooms.

The scattering loss of two singular paths were also derived. These values correspond to

the diffraction loss due to the metal frame of sliding doors, and are 19.4 and 17.2 dB

for paths Z1 and Z2, respectively.
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4.2.7 Findings from the Path Identification Results

According to the results of path identification, it turned out that all strongest paths in the

dominant clusters followed specular reflections or specular diffractions. Here specular diffrac-

tion refers to the paths which satisfy Keller’s law. This implies that the spatial and temporal

behaviours of a cluster are no more independent, and relative position between antennas and

scatterers, and the size of scatterers determined cluster properties. This findings are in line

with the one pointed out by Cramer et al. [22]. In simulating this kind of propagation paths,

the deterministic approach such as the ray-tracing technique (e.g., [70]) would be preferrable

because it can handle specular phonemona well.

In the next section, we discuss the difference of cluster propeties by taking the propagation

environments into accout in detail. Furthermore, stochastic modeling of cluster parameters

is done by combining all the parameter sets obtained from the measurements.

4.3 Cluster Properties in Different Scenarios

4.3.1 Definition of Cluster Parameters

In this section, we analyze the following 6 types of cluster parameters. The parameters

straightforwardly express the behaviour of clusters, helping us grasp the characteristics of

propagation environments intuititively and to compare different environments clearly.

• Ncluster: the number of clusters in one measurement scenario;

• σφ, στ : cluster azimuthal angular and delay spread within cluster in the DOD/DOA

azimuthal and delay domains respectively;

• Kcluster: cluster power ratio refers to the ratio of power between the strongest cluster and

other clusters (in dB scale). In the LOS scenario, the power of the strongest cluster was

replaced by that of the strongest path, that is, the direct wave, so Kcluster is equivalent

to the Rician K-factor [86];

• PCT : percentage of the extracted power by the propagation paths within Ptotal; from this

value, the total diffuse power can be calculated by Eq. (4.2);

Pdiffuse [dB] = Ptotal + 10 log10

(
1 − PCT

100

)
(4.2)

• Pdyn: dynamic range of the propagation paths is the difference of the power between

the strongest path and weakest path, or equivalently, between the strongest path and

diffuse paths. The smaller this value, the more diffuse the environment is.
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4.3.2 Cluster Parameters in Different Scenarios

The cluster parameters derived from each scenario are summarized in Table 4.7. The results

provide the following observations:

• Ncluster: The number of clusters varied from 4 to 9. In the inter-floor measurements,

the largest value was observed possibly due to ceiling / floor penetration. Metallic re-

inforcement inside the walls, ceiling, and floor caused the wide distribution of effective

radiation sources over the medium, thus resulting in many diffracted paths. Therefore,

the distribution of the paths was wide in the angular domain and much closer to each

other, compared to the LOS scenario. In other words, overlapping of clusters were fre-

quently observed in the environment, ending up with cluster boundary uncertainties.

Practically, however, the exact cluster boundary is not necessarily important in simulat-

ing channels. The indoor-to-outdoor scenario and room-to-corridor measurements with

OLOS realization showed the smallest Ncluster. In the outdoor-to-indoor scenario, the

number of clusters was kept regardless of the use of shutters, although some paths were

shadowed when metal shutters were used. The less number of clusters than other sce-

narios was attributed to the few scatterers around the outdoor Tx antennas. Whereas

the number of clusters were different between OLOS and NLOS realizations of room-

to-corridor scenario. Altough the propagation path distribution was almost similar for

two measurement results, use of the door located inside the first Fresnel-zone of many

clusters have the propagation path distribution slightly changed, and it resulted the

difference.

• σφ, στ : The cluster azimuthal angular and delay spread revealed almost the same range

in all measurement scenarios. In most cases, the deviation was less than 10 deg in

the azimuthal domain and 2 ns in the delay domain. The cumulative distribution

function (CDF) of the azimuthal and delay deviations are shown in Fig. 4.11. The

number of samples used for the CDF was 84 and 42 in the azimuthal and delay domains,

respectively. Each curve was fitted by a linear function, resulting in the following

formula:

CDF (σφ) =
0.85

6.50
σφ (0 ≤ σφ < 6.50), (4.3)

=
0.15

6.50
(σφ − 6.50) + 0.85 (4.4)

(6.50 ≤ σφ ≤ 13.0),

CDF (στ ) =
στ

1.95
(0 ≤ στ ≤ 1.95). (4.5)

The large standard deviation of azimuthal angles represented by Eq. (4.4) was mainly

observed in NLOS scenarios. In inter-room and inter-floor measurements, clusters with

the shortest delay revealed the largest azimuthal deviation due to the strong effects of
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diffraction caused by reinforcements inside the walls (see Cluster A of Fig. 4.6(a) for

example).

• Kcluster: The cluster power ratio indicated less than 0 dB in indoor measurements,

while indoor-to-outdoor scenarios revealed more than 5 dB. Kcluster with a positive sign

indicates that the strongest cluster carries most of the propagating power. In indoor

scenarios, OLOS and NLOS environments tend to have smaller Kcluster, which means

the strongest clusters have less contribution to the total received power. As expected,

most of the strongest clusters had the shortest delay. However, it did not hold in the

results of inter-floor measurement.

• PCT : The percentage of the extracted power revealed more than 70 %, if the power of the

strongest cluster was dominant, or if the power contribution from scattered paths was

large. The former channel is represented by the indoor-to-outdoor environment, whereas

the latter corresponds to the LOS and inter-room scenarios. On the other hand, only

half of the received power was extracted as propagation paths in some OLOS and NLOS

measurements. In such channels, dominant clusters did not exist or power contribution

from scattered paths had less impact on the total received power. These channels can

be seen as diffuse environments. It is worth mentioning that the NLOS measurements

of indoor-to-outdoor scenario revealed about 5% larger values of PCT compared to the

OLOS indoor-to-outdoor result. In room-to-corridor scenarios, NLOS measurements

revealed a slightly larger value of PCT than OLOS results. This difference is probably

due to the smaller number of multipaths existing in NLOS channels, which are effectively

detected as propagation paths by the parametric channel estimation algorithm.

• Pdyn: The dynamic range of the propagation paths was small in the room-to-corridor and

inter-floor environments, while the other scenarios revealed larger values. The largest

value was observed in the indoor-to-outdoor measurement, while the inter-floor mea-

surement revealed the smallest value. It can be concluded that OLOS and NLOS indoor

channels tend to be diffuse environments in many cases. This is the same observation

as what we obtained in the consideration of PCT . In particular, the structure of the

objects which separate the Tx and Rx directly affects how diffuse the environments are.

For instance, the more complicated the reinforcement structure inside walls, or the more

the number of walls between Tx and Rx, the more diffuse the environments are.

The observations of the cluster parameters can also be interpreted with respect to the

measurement environments as follows:

1. In LOS scenarios, power contribution from scattered paths is large due to the effective

illumination of the Tx and Rx antennas on the scattering objects, which is represented

by large PCT , Pdyn, and Kcluster with the minus sign.
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2. In many NLOS and OLOS scenarios, propagation channels are diffuse where a huge

number of weak paths aggregate. It results in cluster parameters with small values of

PCT , Pdyn and Kcluster.

3. In indoor-to-outdoor scenarios, the strongest cluster carries most of the propagating

power from Tx to Rx. It is reflected in the cluster parameters as large PCT , Pdyn, and

Kcluster with the positive sign.

4.3.3 Stochastic Modeling of Scattering Loss

After scattering losses were derived for each path, we modeled it by sorting its magnitude

in ascending order within each cluster. Path index is given to each path by its order of

magnitude. Note that the path indices are almost independent of the relative angles and

delay time within clusters.

The results are depicted in Fig. 4.12. From the figure, it can be seen that the scattering

loss is proportional to the log-characteristics of its path index. In addition, the logarithmic

curve of the scattering losses can clearly be classified into three types of behaviours. Each

curve was fitted by log-functions as follows:

Lsc(n) = 14.0 log10 n + 10.9, (Type I) (4.6)

Lsc(n) = 10.4 log10 n + 23.1, (Type II) (4.7)

Lsc(n) = 23.2 log10 n + 9.8. (Type III) (4.8)

In Eqs. (4.6) to (4.8), n denotes the path index and Lsc(n) is in dB scale. The Type I model

was obtained from all clusters in the LOS and inter-room measurements, and two clusters

from room-to-corridor measurements. Other clusters in the room-to-corridor environment

and all the clusters in the inter-floor measurement were classified into the Type II behaviour.

Scattering losses from the strongest clusters in the indoor-to-outdoor measurements were

exceptionally modeled as Type III because they revealed a marginal characteristic between

Type I and Type II. Other clusters in the indoor-to-outdoor measurements were modeled as

Type II.

Scattering loss represented by the Type I model shows smaller values than that of the

Type II. As a result, the number of paths contained in Type I clusters tends to be larger

than that of Type II clusters because of the wider dynamic range of the path power above

the noise level. The Type I behaviour mainly represents the LOS propagation scenario and

is dominated by single reflection, diffraction, and penetration mechanisms. In contrast, the

Type II scenario arises from NLOS environments where propagation paths experience multiple

reflection, diffraction, and penetration.
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Table 4.1 Specifications of the Experiment.

Bandwidth 3.1 – 10.6 GHz.

Measurement

equipment

Vector network analyzer (VNA),

XY-positioner, and X-stage

(spatial scanners).

Frequency sweeping

points
801.

Spatial sampling

Transmitting array:

Uniform linear array

4 points with 48-mm spacing.

Receiving array:

Uniform rectangular array

4 × 4 points in horizontal

plane with 48-mm spacing.

Estimated

parameters

DOD azimuthal angle,

DOA azimuthal and elevation angles,

delay time and frequency spectrum.

Antennas UWB monopole antennas [79].

Polarization Vertical–Vertical.

Bandwidth of

subband
3 GHz.

Calibration
Internal function of VNA (port–port),

Back-to-back at 1 m (antenna–antenna).

Signal-to-noise

ratio at the

receiver

At least 20 dB.
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Figure 4.2 Examples of the multi-dimensional clustering: (a) and (b): Distribution of

propagation paths on the DOA–delay and DOA–DOD domains; (c) and (d): clusterization

results.
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Table 4.2 Median of the root of the CRLB for parameter estimates in each scenario.

Scenario DOD azimuthal DOA azimuthal DOA polar Delay time

angle [deg] angle [deg] angle [deg] [ns]

LOS

(Room)
0.5 0.3 1.4 1.6 × 10−3

OLOS

(Room to corridor)
2.0 1.5 4.2 2.6 × 10−3

NLOS

(Room to corridor)
1.4 0.6 2.9 3.0 × 10−3

NLOS

(Inter-room)
0.7 0.6 1.8 1.5 × 10−3

NLOS

(Inter-floor)
2.4 2.2 4.3 7.2 × 10−3

OLOS

(Indoor to outdoor)
3.6 3.0 10.4 1.5 × 10−2

NLOS

(Indoor to outdoor)
2.7 2.9 11.2 1.1 × 10−2
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Figure 4.3 Measurement results from the LOS scenario.
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Table 4.3 Properties of clusters in the LOS scenario: cluster angular and delay

spread, power composition, minimum scattering loss, and identification of scatterer.

Cluster DOA angular Delay % of Scattering Identification

(# of paths) spread [deg] spread [ns] power loss [dB] of scatterer

A (3) 0.7 1.04 1.6 8.2
Sliding door and

window

B (7) 3.3 0.46 2.0 10.1
Window and ceiling

or floor

C (11) 3.6 1.66 2.5 10.4 Display and window

D (3) 4.8 0.06 2.8 5.9

Edge of the display

and metal frame of

the sliding door

E (9) 2.9 0.92 15.6 3.2 Display / small desks

F (13) 1.2 1.41 11.5 7.2
Wooden door /

ceiling or floor

G (8) 5.7 1.32 4.6 11.1
Wall / glass / metal

frame of the sliding door

Direct path 0 0 28.3 N/A

Other paths N/A N/A 3.5 N/A N/A

Residual − − 23.0 N/A N/A
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Table 4.4 Properties of clusters in the inter-room scenario: cluster angular and

delay spread, power composition, minimum scattering loss, and identification of scat-

terer.

Cluster DOA angular Delay % of Scattering Identification

(# of paths) spread [deg] spread [ns] power loss [dB] of scatterer

A (23) 6.0 1.28 11.7 10.5 Wall

B (8) 1.8 0.63 2.4 12.5 Wall and window

C (7) 3.3 0.82 3.7 13.0 Window

D (4) 0.8 0.49 4.9 13.0 Ceiling / floor

E (7) 3.4 0.15 31.1 3.6
Shortest delayed

cluster

F (2) 0.3 0.66 1.3 14.5
Metal pillar and

window

G (3) 0.4 1.14 8.4 9.0 Wall

H (5) 11.9 0.45 1.6 12.4 Window and wall

Other paths N/A N/A 3.4 N/A N/A

Residual − − 28.2 N/A N/A
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Figure 4.5 Attenuation due to the wall penetration.
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Figure 4.6 Measurement results from the inter-room scenario.
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Figure 4.7 Measurement results from the room-to-corridor measurment.
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Table 4.5 Properties of clusters in the room-to-corridor scenario: cluster angular

and delay spread, power composition, and minimum scattering loss.

Cluster DOA angular Delay Cluster % of Scattering

(# of paths) spread [deg] spread [ns] power [dB] power loss [dB]

A
OLOS (9)

NLOS (9)

3.9

3.5

1.33

1.65

−79.8

−82.3

7.3

4.5

17.8

18.2

B OLOS (10) 4.9 1.15 −80.3 6.4 18.4

C
OLOS (19)

NLOS (20)

5.7

6.2

1.39

1.35

−77.4

−80.3

12.6

7.1

13.5

16.3

D
OLOS (7)

NLOS (5)

5.7

4.7

1.47

1.79

−88.5

−88.9

1.0

1.0

24.6

25.7

E NLOS (6) 2.0 1.03 −77.2 14.3 11.8

F NLOS (10) 3.5 1.55 −79.9 7.8 20.4

G NLOS (2) 0.4 0.50 −83.5 3.4 21.2

Z OLOS 0 0 −79.7 8.7 12.2

Others
OLOS

NLOS

−
−

−
−

−80.3

−79.5

10.4

8.6

N/A

N/A

Residual
OLOS

NLOS

−
−

−
−

−71.5

−72.1

49.0

47.1

N/A

N/A
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Figure 4.9 Measurement results from the indoor-to-outdoor measurment.
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Table 4.6 Properties of clusters in the indoor-to-outdoor scenario: cluster angular

and delay spread, power composition, and minimum scattering loss.

Cluster DOA angular Delay Cluster % of Scattering

(# of paths) spread [deg] spread [ns] power [dB] power loss [dB]

A
OLOS (14)

NLOS (18)

2.6

2.7

0.11

0.11

−69.0

−69.0

58.3

67.6

5.3

5.3

B
OLOS (2)

NLOS (3)

4.0

2.5

0.41

0.74

−86.4

−85.1

1.1

1.7

20.9

20.6

C
OLOS (7)

NLOS (6)

5.0

2.8

1.73

1.68

−85.9

−86.1

1.2

1.3

19.7

19.4

D
OLOS (13)

NLOS (11)

7.3

6.4

1.83

1.85

−81.9

−82.3

3.0

3.2

19.3

19.3

Z1 OLOS 0 0 −87.6 1.2 19.4

Z2 OLOS 0 0 −84.7 2.0 17.2

Others
OLOS

NLOS

−
−

−
−

−80.6

−83.7

4.1

2.2

N/A

N/A

Residual
OLOS

NLOS

−
−

−
−

−72.3

−73.7

27.7

22.5

N/A

N/A





Table 4.7 Cluster parameters in each scenario.

Scenario Ncluster σφ στ Kcluster PCT Pdyn

[deg] [ns] [dB] [%] [dB]

LOS

(Room)
7 0.8 ∼ 6.3 0.06 ∼ 1.66 −2.1 77.0 29.2

OLOS

(Room to corridor)
4 3.9 ∼ 10.8 0.90 ∼ 1.47 −4.8 51.0 24.0

NLOS

(Room to corridor)
6 0.4 ∼ 6.6 0.50 ∼ 1.79 −4.3 52.9 25.5

NLOS

(Inter-room)
8 0.3 ∼ 11.9 0.15 ∼ 1.28 −1.2 71.8 30.5

NLOS

(Inter-floor)
9 1.2 ∼ 13.1 0.28 ∼ 1.90 −5.4 58.8 21.6

OLOS

(Indoor to outdoor)
4 1.7 ∼ 7.3 0.11 ∼ 1.85 6.4 72.3 31.6

NLOS

(Indoor to outdoor)
4 1.3 ∼ 6.4 0.11 ∼ 1.83 8.4 77.5 34.0
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Figure 4.11 CDF of the standard deviation derived from spatial and temporal path posi-

tions within clusters. Fitting of the curve by linear functions is overlayed.
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4.3.4 Modeling of the Diffuse Components

In all measurement scenarios, it was generally found from the measurements that some portion

of the received power still remains even after sufficient number of propagation paths were

subtracted. The existence of “unaccounted power” has also been reported by Win and Scholtz

[24] and Molisch et al. [68]. Although the spectrum of diffuse components had no distinct

peaks, it had a dynamic range of at least −15 dB above the noise level in every scenario. We

found that the power angular-delay profile of the diffuse components showed some correlation

with the power distribution of extracted propagation paths. However, if we look at the

power delay profile, it turned out that the diffuse components can be modeled with a simple

exponential distribution. This observation is consistent with the statement of Thomä et al.

[53,54]. Here we extracted model parameters of diffuse components by fitting with Eq. (4.9).

P (τ) = P0 exp
(
−τ − τ0

α

)
(4.9)

where τ denotes the delay time, and τ0 is that of the first arrival path which depends on the

Tx–Rx separation distance. P0 is the peak power of the diffuse components, which is normally

observed at delay time τ = τ0. α is the decay constant in ns. The derived parameters are

shown in Table 4.8. The total received power, Ptotal, is shown as well. The results reveal that

P0 is weak if Ptotal is small. α ranged from 11 to 17 depending on the scenario. It should be

noted that these parameters are still affected by the characteristics of measurement antennas

because antenna deconvolution was impossible in the power delay profile.

4.4 Summary

This Chapter investigated the multi-dimensional angular-delay characteristics of indoor radio

channels in home environments. The environment under consideration covered a variety of

scenarios, such as LOS, OLOS, and NLOS scenarios and indoor-to-outdoor channels. First,

propagation paths were extracted in each scenario, and then they were classified into clusters

using a heuristic multi-dimensional grouping method on the DOA azimuth–DOD azimuth–

delay domain. Properties of the clusters were investigated in the following aspects: 1) identifi-

cation of scattering process, such as reflection, diffraction, and penetration, 2) cluster angular

spread, 3) cluster delay spread, 4) scattering coefficient, and 5) power composition. Using the

results, comparison of cluster properties for different propagation environment, and stochastic

modeling of the cluster properties was performed. The major outcomes corresponding to each

investigation items are summarized as follows:

1. Most of the strongest paths in clusters were specular reflections or specular diffractions.

It simultaneously implied that the spatial and temporal properties of clusters were

not independent in one realization of cluster. It is convenient to use deterministic

approaches, such as ray-tracing, to generate specific realizations of clusters.
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Table 4.8 Parameters of diffuse components in each scenario.

Scenario P0 α Ptotal

[dB] [ns] [dB]

LOS

(Room)
−87.3 11.8 −58.8

OLOS

(Room to corridor)
−93.2 16.4 −68.4

NLOS

(Room to corridor)
−94.0 14.9 −68.8

NLOS

(Inter-room)
−89.1 13.3 −62.1

NLOS

(Inter-floor)
−98.0 12.2 −73.5

OLOS

(Indoor to outdoor)
−93.8 17.2 −66.7

NLOS

(Indoor to outdoor)
−95.3 16.1 −67.2

2. Most of the cluster angular spread were less than 6.5 deg. However, exceptionally,

there were a few clusters revealing large cluster angular spread due to many paths

penetrating walls, ceiling and floor. It can be seen that whether or not this kind of

cluster is observable, depends on the structure inside walls and ceiling/floor. In our

measurement scenario, reinforcings inside the wall and wooden floor/ceiling ended up

with these clusters.

3. The largest cluster delay spread was 1.9 ns. As our channel sounding utilized UWB sig-

nals, the separation of clusters in the delay domain was much finer than other researches

exploiting narrower bandwidth. As a result, the resultant cluster delay spread revealed

small values with its median at 1 ns. For example, Chong et al. [30] reported 13.37,

19.09, 37.93 ns of cluster delay spread in LOS, OLOS, and NLOS scenarios respectively.

Their measurement campaign utilized 120 MHz bandwidths with the center frequency

at 5 GHz.

4. Two kinds of formula to predict scattering coefficients were derived depending on the

types of environment. It was found that the scattering loss of propagation paths was

much larger in most of the OLOS and NLOS channels than in LOS channel. Further-

more, we concluded that the frequency independence of scattering loss can be modeled

as constant values. Using the proposed formula and the Friis’ transmission formula,
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path loss can be easily reconstructed.

5. Many NLOS and OLOS scenarios revealed more diffused propagation environment than

LOS scenario. The diffuse scenario consisted of a huge number of weak paths having

a wide range of angular and delay distributions. In such environments, the number of

distinct propagation paths which can be well modeled by our UWB channel sounder

was small. Under these environments, it was often the case that there was no cluster

having dominant power.

The cluster parameters of LOS scenario was submitted to the IEEE802.15.4a channel

modeling subcommittee as a contribution document. Furthemore, the cluster parameters of

LOS and inter-room scenarios were approved as representative cluster parameters for home

environments within the COST273 MIMO channel model [66]. The list of derived parameters

are shown in Appendix I.
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Chapter5

Verification of UWB

Double-Directional Propagation

Modeling for Evaluating UWB

Transmission Performance

It is essential to confirm the effectiveness of the propagation modeling results conducted in

Chapter4 to increase the impact of the outcomes. In this Chapter, we assess the effectiveness

of the propagation modeling results in terms of the evaluation of transmission performance

in UWB systems. The assessment of the propagation modeling results from the double-

directional channel sounding were investigated only for multi-antenna systems [65,85]. These

works reported that the propagation modeling results underestimated the channel capacity.

For UWB double-directional spatio-temporal channel sounding and propagation modeling,

it is also necessary to assess the applicability of the modeling results. However, there is no

literature reporting this. The popular measure for the assessment is bit error probability

(BEP) rather than the channel capacity in UWB systems, because UWB signals have a

potential to realize high channel capacity due to abundant bandwidth.

Specifically, we investigates the comparison of BEP performances for 1) raw channel trans-

fer function (or equivalently impulse responses) obtained in UWB double-directional spatio-

temporal channel sounding, and 2) reconstructed channel transfer functions from the UWB

propagation modeling results. Two scenarios were considered for the modeling: line-of-sight

(LOS) and non-LOS (NLOS) scenarios. Data transmission simulations using raw channel

data are generally called stored channel simulations (e.g., [87, 88]). Simulation results re-

vealed that the propagation modeling results were capable of predicting BEP performances

of stored channel simulations accurately. This simultaneously justified the effectiveness of

the UWB double-directional spatio-temporal channel sounding and propagation modeling.

However, differences between the two characteristics were also observed mainly because of
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the limitation of propagation modeling. We will show that insufficient modeling of multipath

components above a certain power level results in the different BEP performance. Issues re-

lated to the limitation and accuracy of the UWB double-directional spatio-temporal channel

sounding and propagation modeling will also be discussed.

5.1 UWB Double-Directional Spatio-Temporal Chan-

nel Souding and Propagation Modeling

5.1.1 UWB Double-Directional Spatio-Temporal Channel Sound-

ing

The UWB double-directional spatio-temporal channel sounding campaign was conducted in

a wooden house. The floor plan of the measurement environment is shown in Fig. 5.1. The

room was almost empty except for desks and displays equipped on the wall. Windows and

sliding doors of the room were composed of glass and metal frames. Walls were made up of

plaster boards, while ceiling and floor consisted of wood. In Fig. 5.1, the position of Tx and

Rx antenna is shown. Tx and Rx antennas were mounted 1.30 and 1.00 m respectively above

the floor. We measured two scenarios with different Tx positions in order to realize LOS and

NLOS channels. Scenario I had a LOS to the Rx, while scenario II was NLOS because the

door which separated the room and corridor was shut during the experiment. The Tx–Rx

distance on the horizontal plane was 5.00 and 5.59 m in Scenarios I and II, respectively.

With the use of a vector network analyzer, we measured the channel transfer functions.

Furthermore, by moving the antenna position at link ends, we obtained the spatial distribution

of channel transfer functions. On the Tx side, 4 antenna positions which realized a synthetic

linear array were used. The broad side of the Tx linear array was parallel to the x-axis,

according to the coordinates defined in Fig. 5.1. The Rx side realized a 4 × 4 rectangular

array on the horizontal plane. In total, 4× 4× 4 = 64 spatial realizations of channel transfer

functions were obtained. No moving object existed inside the room, so that the channel was

kept quasi-static. Other measurement specifications are summarized in Table 5.1.

5.1.2 Propagation Modeling

The spatial transfer function distribution was then applied to a maximum-likelihood (ML)

based multi-dimensional propagation parameters estimation algorithm [46]. The ML-based

estimates direction-of-departure (DOD), direction-of-arrival (DOA), delay time (DT), and

complex gain of propagation paths. The DT refers to the propagating time of each path

from Tx to Rx. The algorithm first performs the path detection and then the propagation

parameters are estimated as shown in Fig. 2.7(b) (see Chap. 2.4.2). In the parameter estima-
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Table 5.1 Specifications of the UWB Double-Directional Spatio-Temporal Channel

Sounding and Propagation Modeling.

Bandwidth 3.1 – 5.0 GHz.

Measurement

equipment

Vector network analyzer (VNA),

Spatial scanners at link ends.

Interelement spacing 48 mm on both sides of the link.

Estimated

parameters

DOD azimuthal angle φTx,

DOA azimuthal and polar angles φRx and θ,

delay time τ , and frequency spectrum.

Parametric channel

estimation algorithm
ML-based estimator for UWB signal [46].

Antennas UWB monopole antennas [79].

Polarization Vertical–Vertical.

Calibration
Internal function of VNA (port–port),

Back-to-back at 1 m (antenna–antenna)

Signal-to-noise

ratio at the

receiving side

At least 20 dB.

Antenna data

for deconvolution

Complex gain dependent on polar angles

angles and frequency.

Polar angles:

from 0 to 160 deg, 5 deg step.

Frequency:

from 3.1 to 5.1 GHz, 0.5 GHz step.

tion, the DT of each path was first identified using the power delay profile (PDP), and then

DOD and DOA were estimated with the help of DT. The PDP is defined as the ensemble

average of 64 instantaneous channel impulse response (CIR) in an incoherent manner. The

parameter estimation was done path by path, and then the array response of the detected

path was reconstructed and was removed from the original data. The iteration of path detec-

tion, parameter estimation, and update of the original data was continued until there was no

distinct path observed in the PDP. The accuracy of the parameter estimates depends mainly

on the path detection. In UWB propagation modeling, the path detection using the PDP is

especially advantageous because of its fine capability to resolve multipath components in the

delay domain.

After the propagation parameters were estimated, directivities of the Tx and Rx antennas

were compensated from the complex path gain by using the DOD and DOA information.
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Tx and Rx antenna directivities were measured prior to the channel sounding in an anechoic

chamber. We assumed that the gain of Tx and Rx antennas was constant on the azimuthal

plane, and was dependent only on the polar angles. Thus the radiation pattern was measured

only for polar angles. The antenna data samples were 33 in the polar angles and 5 in the

frequency, resulting in 165 samples in total for each antenna. As the data samples covered

only discrete points of polar and frequency, directivities of other points were calculated using

the linear interporation of available samples. Ideally the complex path gain obtained from

the antenna deconvolution expresses only propagation characteristics. However, complete

antenna deconvolution requires full polarization measurement [27]. We used only the vertical

polarization for measurement due to the limitation of the measurement apparatus, thus this

would affect the accuracy of antenna deconvolution. Practically, however, the issue is not

siginificant for antennas with high cross polarization discremination (XPD), and our monopole

antennas [79] are the case. Rather, simplification of antenna patterns in the azimuthal angles

might affect the accuracy more.

5.1.3 Propagation Modeling Results

Figure 5.2 shows the PDP derived from the raw channel data and the PDP reconstructed from

the modeling results. In the reconstruction, we assumed the same antennas as we used in

the measurement at both sides of the link. According to Fig. 5.2, the propagation modeling

results did not reconstruct the original PDP properly. The strong multipath components

which appeared in the short delayed areas were modeled well, while modeling weaker paths

in the long delayed areas was more difficult. This was simply due to the dynamic range of the

paths over the noise level. However, it was also found that paths with a high signal-to-noise

ratio were not always detectable. For example, looking at the PDP of Scenario I, PDP from

the propagation modeling results failed to reconstruct the responses with DT around 26 ns.

This was probably because they were hidden by sidelobes of the adjacent peaks with higher

power appearing around 23 and 28 ns. The same holds for the PDP obtained in Scenario II

with DT around 26, 35, and 40 ns. It can be seen that the insufficient modeling occured at

almost the same DT in two scenarios. This was due to the similar shape of PDP, since the

Tx antenna positions were just 2.5 m apart between the two scenarios. This resulted in the

overlapping of the obsereved propagation phenomena to some extent.

5.1.4 Modeling of the Residual Components

The propagation modeling could extract 75 % of the total received power in Scenario I, while

it revealed a lower value in Scenario II, 55 %. The limited capability of power extraction

was essentially due to the propagation modeling which was particularly accomplished by the

ML-based algorithm in our case. As the algorithm requires an underlying signal model in

estimating propagation parameters, such as the wavefront model of impinging waves, the
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accuracy of the signal model affects the amount of extracted power. According to the indoor

propagation modeling results described in Chapter4, the more complicated the environment,

the smaller the percentage of modeled power expected. The existence of residual power in

parametric channel modeling has been reported by several researchers, such as Molisch et

al. [65], Pal et al. [85], Thomä et al. [53], and Win and Scholtz [24].

PDP of the residual components from two scenarios are shown in Fig. 5.3. It can be seen

from the figure that the PDP of the residual component is modeled as a concatination of

several exponential distributions, which is a common modeling strategy in the delay domain

as performed in the conventional Saleh and Valenzuela model [20]. Accordingly, the residual

PDP was modeled in similar forms as Eq. (4.9),

Pdif(τ) =
1

G

Ndif∑

ndif=1

Pndif
exp

(
−τ − τndif

αndif

)
, (5.1)

where G = GTxGRx denotes the product of mean gain in Tx and Rx antennas, respectively.

By dividing the PDP by the mean antenna gain, antenna deconvolution is conducted. Strictly

speaking, angular information is required for proper antenna deconvolution, but we simplified

the procedure by assuming that angular power spectrum follows the uniform distribution

and antenna gain is constant over the whole solid angles with the mean antenna gain. With

the simplification, we can treat the double-directional power angular-delay spectrum as the

multiplication of independent power spectrum density in each domain,

Pdif(φ
Tx, φRx, θ, τ) = Pdif(φ

Tx)Pdif(φ
Rx)Pdif(θ)Pdif(τ). (5.2)

In fact, the double-directional power angular spectrum of the residual components revealed

complicated shapes so that modeling of the components requires sophisticated methods. How-

ever, it can also be seen that the angular power spectrum density approaches the uniform

distribution as the number of data samples gets large, that is, the modeling becomes a stochas-

tic approach.

In each scenario, obtained parameters of the PDP from Eq. (5.1) are shown in Table 5.2.

The number of fitted exponential distribution was 3 and 2 in Scenarios I and II, respec-

tively. The number of exponential distributions were determined manually by examining the

goodness-of-fit of the modeled PDP with the residual PDP. Minimum-mean square error cri-

terion was applied in determining model parameters. Different from the conventional Saleh

and Valenzuela model, the decay exponent α of the first exponential distribution took neg-

ative values to represent the shape of PDP before the peak value. Since the region was in

between the LOS component and reflected path with largest power, the power level increased

with larger delay time. The shape was commonly observed in all the scenarios tested.

Finally, the residual components can be reconstructed by considering diffuse paths, which

are generated based on the modeled results as follows:
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1. Determine angular and delay properties of each diffuse path.

Separation of diffuse paths were determined by the resolution of channel sounding and

propagation modeling in the domain, i.e.,

φTx
dif,i = iΞφTx

(
0 ≤ i ≤

⌊
2π

ΞφTx

− 1

⌋)
(5.3)

φRx
dif,i = iΞφRx

(
0 ≤ i ≤

⌊
2π

ΞφRx

− 1

⌋)
(5.4)

θdif,i = iΞθ

(
0 ≤ i ≤

⌊
π

Ξθ

⌋)
(5.5)

τdif,i = τ1 + iΞτ

(
0 ≤ i ≤

⌊
τmax − τ1

Ξτ

− 1
⌋)

(5.6)

where the operation of bxc is the floor function which extracts the integer of the value

x, Ξ represents the resolution in one domain, τmax is the maximum delay time which the

channel sounding could estimate (in the present case, 106 ns), and τ1 denotes the base

delay which normally corresponds to the delay time of the first arrival path. According

to Table 2.1, which shows the angular and delay resolution, ΞφTx = ΞφRx = 20 deg,

Ξθ = 40 deg, and Ξτ = 1/1.9 ns in the present case. The number of diffuse paths in the

multi-dimensional angular domain Ldif becomes

Ldif =

(⌊
2π

ΞφTx

− 1

⌋) (⌊
2π

ΞφRx

− 1

⌋) ⌊
π

Ξθ

⌋
. (5.7)

2. Determine the complex amplitude of each diffuse path.

Power of each diffuse path is obtained based on the modeled residual components,

Eq. (5.1). Assuming that the power spectrum in the angular domains are modeled as a

uniform distribution, the power of each path is denoted by

Pdif(φ
Tx
dif,i, φ

Rx
dif,i, θdif,i, τdif,i) =

Pdif(τdif,i)

Ldif

. (5.8)

In the present case, we assumed that the amplitude and phase of each diffuse path are

constant over the considered bandwidths, i.e., 3.1−5.0 GHz, and thus, has the following

complex amplitude sdif ,

sdif(f, φTx
dif,i, φ

Rx
dif,i, θdif,i, τdif,i) =

√
Pdif(τdif,i)

Ldif

exp (jξ), (5.9)

where ξ is a random phase taking values between 0 and 2π.

Using the information of diffuse paths generated above, transfer function and channel im-

pulse responses can be reconstructed by the same manner as propagation paths, which were

extracted by the ML-based estimator.
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Table 5.2 Model parameters of the residual PDP.

Scenario I (Ndif = 3) Scenario II (Ndif = 2)

Pndif
[dB] αndif

[ns] τndif
[ns] Pndif

[dB] αndif
[ns] τndif

[ns]

ndif = 1 −79.0 −4.1 16.92 −90.4 −8.0 18.64

ndif = 2 −74.2 8.6 23.16 −83.7 11.3 30.93

ndif = 3 −92.8 12.7 65.10 N/A N/A N/A

The transmission simulation described in the next section used three sets of CIRs com-

prised of 64 spatial realizations each: 1) CIR calculated from the raw data, 2) CIR re-

constructed from the propagation modeling results without diffuse paths, and 3) CIR from

propagation modeling results with the consideration of diffuse paths. In deriving the CIR,

we applied a threshold to eliminate the noise and to investigate effective PDP described in

Sect. IV–B. Where the amplitude of the CIR was below the threshold, the value was padded

with zeroes.

5.2 UWB Transmission Simulation

In this simulation, we considered 4-ary PPM and bi-phase DS-UWB systems which were

actually implemented in a UWB testbed [9, Sect. 2.1]. Both modulations used a root-raised

cosine (RRC) pulse as a unit pulse which spanned bandwidth from 3.1 to 5.0 GHz. Duration

of the RRC pulse, Td, was set either to 2.4 or 4.8 ns. In DS-UWB, a spread sequence of

[+1 +1 +1 −1 −1 +1 −1] was used. Each chip of the spread sequence was represented by

the RRC pulse, leading to the frame length of 7Td. Information was mapped on the polarity of

the spread sequences. Differential encoding was used to map information bits to waveforms.

It enabled us to combat the inversion of waveform polarity due to propagation channels, which

degrades the BEP performance. In Fig. 5.4, the frame format of data and training sequences

are shown. The data frame of PPM contained guard time, and each symbol was sent twice.

Thus the frame length of the PPM was 16Td. In both modulations, the training sequence

consisted of 1334 frames, and was sent before sending the data stream so that the receiver was

synchronized with the transmitter. In PPM, the position of the guard time in the training

sequence was different from that in the data sequence, and only “00” was transmitted. In the

DS-UWB system, the training sequence consisted only of the symbol “0”. To simplify the

simulation conditions, channel coding was not taken into account.

The transmitted waveform was convolved with the CIR derived either from the raw data

or the propagation modeling results, and then inputted to the Rx side. In the receiver, a

correlation receiver was implemented. After the received signal was quantized by the A/D

converter, the receiver demodulated the signal into symbols by correlating the received signal
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with a reference waveform, and finding a maximum output. The reference waveform was the

same as the transmitted waveform correspoding to each symbol.

The simulation flow is depicted in Fig. 5.5. The flow emulates the architecture of the UWB

testbed. We assumed that the RRC pulse was transmitted from the RF frontend defined at

point “A” of Fig. 5.5. This compensated for characteristics of power amplifier and RF filter

in the transmitter. On the receiving side, we multiplied the receiving waveform from the

Rx antenna by the transfer function of an RF filter and a low-noise amplifier (part “B” in

Fig. 5.5) which was actually measured from the UWB testbed. We also measured the noise

level of the Digital Sampling Oscilloscope equipped in the receiver of the UWB testbed, and

used it in our transmission simulations.

5.3 Simulation Results

Here we define two BEP for the evaluation: 1) 64 BEP obtained from 64 spatial realizations in

one scenario which we will call “local BEP”, and 2) averaged BEP over the local BEP which

will be referred to as “average BEP”. This section highlights the results of the transmission

simulation and subsequent discussions based on the aforementioned two types of BEP. We

first start from a comparison of BEP results from stored channel simulations and that from

propagation modeling results without considering the diffuse paths, in order to observe the

effect of the residual components in the data transmission simulation.

5.3.1 Average BEP

Figures 5.6 and 5.7 show the average BEP characteristics dependent on energy per bit, Eb/N0,

for Scenarios I and II, respectively. In each figure, two sets of curves corresponding to Td = 2.4

and 4.8 ns are shown. The threshold level of the CIR was set to −100 dB in both scenarios.

For comparison, the BEP curve assuming additive white gaussian noise (AWGN) channel is

overlayed.

Every figure shows that the average BEP is decreasing with the increase of Eb/N0 when

Td = 4.8 ns. In contrast, when Td = 2.4 ns, the average BEP curve revealed a floor effect in

the higher Eb/N0 areas. This was due to the intersymbol interference (ISI) which tended to be

more severe when the symbol length was short. The only exception was that the PPM results

from the stored channel simulations in Scenario II revealed floor effect even when Td = 4.8 ns.

When comparing the average BEP characteristics from the stored channel simulations and

those from propagation modeling results, the following observations were obtained:

1. In Scenario I, Td = 4.8 ns, the average BEP from propagation modeling results was

always less than that of the stored channel simulations. The difference in the slope

of two curves was attributed to the limited capability of the propagation modeling to
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extract the received power. As we discussed in Section II using the PDP, the propa-

gation modeling successfully characterized the LOS components, while other multipath

components were not properly modeled. This caused the difference of fading statistics

between raw and reconstructed channels, and the average BEP from propagation mod-

eling results approached the characteristics of the AWGN channel where no multipath

component existed. The same held in DS-UWB result from Scenario II, Td = 4.8 ns

case.

2. In PPM results in Scenario II with Td = 4.8 ns, the average BEP curve from the stored

channel simulations showed the floor effect in high Eb/N0, while the effect was not found

in the average BEP from propagation modeling results. The difference was also due to

the limited performances of the propagation modeling. It was found that only 3 out

of 64 local BEP revealed the floor effect in the stored channel simulations, while all

the local BEP from propagation modeling results decreased to 0. As a result, the three

“nonzero” local BEP caused the difference. The same observation held for the DS-UWB

in Scenario I, Td = 2.4 ns.

3. Other than the differences mentioned in 1) and 2), the average BEP from propagation

modeling results was close to that from stored channel simulations. Particularly, the

error floor occured in the high Eb/N0 areas was accurately determined regardless of

modulation schemes in most cases. In DS-UWB results from Scenario II, Td = 4.8 ns,

two curves revealed irregular characteristics where they crossed with one another around

Eb/N0 = 12 dB. This was due to the fluctuating slope of BEP curves, which was observed

particularly when the number of channel realizations was limited as our simulations.

To summarize, predicting the average BEP performances was accurately performed using

propagation modeling results when ISI oriented errors were dominant, or when the trans-

mission data rate was sufficiently low that the system did not suffer from ISI. In contrast,

differences resulted in two curves when some of the local BEP were subjected to ISI, while

the others were ISI free. This is obviously due to the absence of the diffuse paths in the

transmission simulation.

The limited capability of the propagation modeling in extracting power, i.e., 75 and 55 %

of the modeled received power in Scenarios I and II respectively, affected only to the slight

decrease of Eb/N0 compared to the stored channel simulations. The difference of Eb/N0 is

summarized in Table 5.3. The loss of Eb/N0 was less than 0.8 dB, which means that the

propagation modeling characterized most of the multipath components that contributed to

the energy capture of the receiver.

When comparing the results from two scenarios, Scenario II (NLOS) revealed worse aver-

age BEP performances than in Scenario I (LOS), which was the expected results due to the

absence of LOS component. It resulted in a less steep slope of the average BEP curve when

the system was ISI free, and a higher error floor when ISI occured.
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Table 5.3 Degradation of receiving Eb/N0 in the transmission simulation using

propagation modeling results. Diffuse paths were not taken into account.

Modulation format PPM DS-UWB

Td [ns] 4.8 2.4 4.8 2.4

Scenario I [dB] 0.2 0.1 0.3 0.3

Scenario II [dB] 0.5 0.6 0.6 0.8

Figure 5.8 illustrates the dependence of error floor on the pulse duration for a specific

scenarios. Regardless of modulation schemes, it is generally shown that the narrower pulse

duration gives rise to the higher error floor (e.g., [65]). However, if we look at an error floor at

a specific pulse duration in Fig. 5.8, the next wider/narrower pulse duration does not always

lead to the lower/higher error floor. An extreme case is that even if error floor falls to zero at

one pulse duration, the wider pulse duration gave nonzero error floor. The observations hold

irrespective of the type of channels. This is due to the fact that our transmission simulation

used deterministic channels, the shape of PDP affected the results. In contrast, the theoretical

consideration used many realization of channels, or a simple shape of PDP such as exponential

distribution, revealed a monotonical increase of error floor with narrower pulse duration [65].

It can be concluded that the error floor is sensitive to the shape of PDP.

The next two subsections give further analyses and observation on the difference and

agreement between the average BEP characteristics from the stored channel simulations and

propagation modeling results.

5.3.1.1 Interference Quotient

The interference quotient [65] is defined as a power ratio between the intergrated power of PDP

over a certain window, T , and the power that is not counted in the integration. Mathematical

notation is as follows:

Q(T ) = 10 log10

(
Pmax

P0 − Pmax

)
[dB] (5.10)

where P0 is the total received power, and Pmax is defined as

Pmax = max
t

(∫ t+T

t
P (τ)f(τ)dτ

)
, (5.11)

P (τ) is a PDP and f(τ) is a weighting function explained later. When T is the symbol

length, the interference quotient can be seen as a measure to express the power contributing

to the symbol detection relative to the power affecting to the ISI. The larger the interference

quotient, the less likely that ISI occurs. The weighting function reflects the frame format of
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the transmitted signal as follows.

fPPM(τ) =

{
1 (4Td ≤ τ < 12Td)

0 (0 ≤ τ < 4Td, 12Td ≤ τ < 16Td)

fDS(τ) = 1 (0 ≤ τ ≤ 7Td)

Zeroes are inserted in fPPM(τ) because the transmitted PPM signal has a guard time as shown

in Fig. 5.4.

The results are summarized in Tables 5.4 and 5.5 for Scenarios I and II, respectively. The

results revealed that larger interference quotients were always observed in the reconstructed

channel models. This implies that the PDP which may influence the ISI was less modeled

compared to the PDP contributing to the desired signal.

Table 5.4 The interference quotient of the PDP derived from raw data (original

PDP) and channel modeling results (reconstructed PDP) for Scenario I.

Modulation format PPM DS-UWB

Td [ns] 4.8 2.4 4.8 2.4

Original

PDP
12.2 5.4 17.4 10.5

Reconstructed

PDP
16.8 8.0 22.4 15.3

Table 5.5 The interference quotient of the PDP derived from raw data (original

PDP) and channel modeling results (reconstructed PDP) for Scenario II.

Modulation format PPM DS-UWB

Td [ns] 4.8 2.4 4.8 2.4

Original

PDP
4.7 8.0 11.1 2.7

Reconstructed

PDP
5.8 3.6 17.0 4.4

5.3.1.2 Effective PDP

To relate the properties of PDP and the transmission performance, we here introduce a notion

of effective PDP, which is defined as a part of the PDP that determines the average BEP
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performance. We can see that insufficient modeling of the effective PDP resulted in the

difference of BEP characteristics. The effective PDP was identified by deriving average BEP

with several levels of threshold applied to CIR from the raw data. The threshold level was

−100 dB in the previous subsection, and we name it “original curve” as a baseline for the

comparison. In this analysis, the threshold was set from −95 to −70 dB with 5 dB step.

Figure 5.9 shows the results of the average BEP characteristics with different threshold

levels for PPM and DS-UWB systems in Scenario I. We showed the average BEP curves only

for several threshold levels to keep the figure clear. From the results, it was found that the

shape of the original curve maintained until a certain threshold level. However, the shape

became different above that level, which means that the PDP below that level affected the

average BEP performance. We see that the original curve changed when the average BEP

was more than twice, or less than half of the original curve at any Eb/N0. From Fig. 5.9, it

can be seen that higher threshold level generally gave rise to lower average BEP. However, the

average BEP exceptionally increased with a higher threshold in PPM, Td = 2.4 ns case. This

stemmed from the specific shape of the PDP and the signal format of PPM. Nevertheless,

the highest threshold level which maintained the original curve identified the area of effective

PDP. For example, looking at Fig. 5.9(a), the original curve maintained a threshold level of

−90 dB in Td = 4.8 ns, while the shape deviated from the original curve when the threshold

was −85 dB. Thus we can conclude that the effective PDP was above −90 dB. Relating the

effective PDP with the average BEP, which are shown in Fig. 5.6(a), the average BEP from

propagation modeling results deviated from the original curve due to the imperfect modeling of

effective PDP which lay above −90 dB. Accuracy of PDP modeling below −90 dB actually did

not matter for the difference of two BEP curves. The reconstructed PDP from propagation

modeling results (see Fig. 5.2(a)) shows that effective PDP with the DT around 26, 33,

and 50 ns, and the peak which appeared at 68 ns were insufficiently modeled though they

were above −90 dB, and this was the major reason for the difference of the average BEP

characteristics. The threshold level is summarized in Table 5.6. Results from Scenario II

are also shown. It was found that the effective PDP differed depending on the modulation

formats and the symbol length. Applying the results to the PDP depicted in Fig. 5.2, we can

see in Scenario I that the insufficient modeling of PDP around 26 and 33 ns mostly affected

the differences of the average BEP performance, while insufficient modeling of PDP around

26, 35, and 40 ns had an impact in Scenario II. The effective PDP of Scenario II for DS-UWB

system was above −80 and −95 dB in Td = 2.4 and 4.8 ns, respectively. In Td = 2.4 ns case,

the effective PDP were properly modeled according to Fig. 5.2(b) so that the resultant BEP

from propagation modeling results was almost identical to the stored channel simulations (see

Fig. 5.7(b)). In contrast, when Td = 4.8 ns, the effective PDP was insufficiently modeled. As

the transmission was free from ISI, the insufficient modeling appeared in the steeper slope of

the BEP curve compared to the stored channel simulations.

In this way, the effective PDP provides essential understanding on the relationship be-
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tween channel properties and transmission performance. Note that the threshold level which

determines the effective PDP is the most appropriate value for the threshold in deriving delay

spread [65].

Table 5.6 Threshold Values for the Effective PDP.

Modulation format PPM DS-UWB

Td [ns] 4.8 2.4 4.8 2.4

Scenario I:

Threshold [dB]
−90 −75 −90 −85

Scenario II:

Threshold [dB]
−85 −90 −95 −80

5.3.2 Local BEP

Finally, we discuss the accuracy of local BEP derived from the propagation modeling results.

Figure 5.10 shows the scattered plot of the local BEP derived from the stored channel sim-

ulations and propagation modeling results. The results are from Scenario I, and their mean

Eb/N0 of the stored channel simulations was 2.4 dB in PPM and 5.3 dB in DS-UWB, where

the average BEP was almost identical for two simulations. In the figure, there are 64 scattered

points each derived from spatial realizations, which are ideally identical with each other, thus

on the 100% line. In contrast to the agreement of average BEP, we can see from the figure

that the local BEP from propagation modeling results did not always accurately determine

the result of stored channel simulations. More than 70 % of the local BEP from propagation

modeling results was within ±50 % deviation of the local BEP from stored channel simula-

tions, but a few local BEP from propagation modeling results deviated by more than 200 or

50 % of the local BEP from stored channel simulations. The deviation stemmed from the

insufficient accuracy of the propagation modeling in characterizing the envelope and phase of

the CIR. As the propagation modeling was performed using multi-dimensional power angular-

delay profile, which was a coherent summation of 64 CIR, the accuracy of CIR reconstructed

by propagation modeling results was not tolerable as that of the power angular-delay profile.

We found that the deviation in two types of local BEP was much larger in Scenario II, where

less received power was modeled than in Scenario I. It was also found that the deviation was

more significant in high Eb/N0 areas, where BEP was more sensitive to the shape of CIR.

It is also worth noting that the local BEP performances varied drastically when antenna

positions were half the wavelength apart from the original position. It was often observed

that the change of antenna position resulted in 10 times larger or smaller local BEP than the

original local BEP. We can see that the local BEP is sensitive to the small scale fading.
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5.3.3 BEP Results with the Diffuse Paths

It was found that the transmission simulation without considering the diffuse paths often

resulted in insufficient agreement with the stored channel simulations. Next we present BEP

results when diffuse paths were taken into account in the transmission simulation. Figures 5.11

and 5.12 illustrates the average BEP characteristics obtained in two scenarios. It can be

clearly seen that the agreement of the modeled channels with the stored channel simulations

improved by including diffuse paths irrespective of modulation format, environment under

consideration, and symbol rates. Since the diffuse paths supplemented the reflected paths

which was not modeled as propagation paths, the BEP results improved the agreement with

the stored channel simulations as follows: 1) when BEP is ISI free, the slope of the BEP

curve was less steeper, and 2) when BEP suffered from the error floor due to ISI, the error

floor levels increased. Furthemore, agreement of Eb/N0 also improved as shown in Table 5.7.

The maximum degradation of Eb/N0 was 0.3 dB, which was obviously less than when diffuse

paths were not taken into account. It must be noted, however, that the agreement of the

local BEP did not improve even with diffuse paths. This is again attributed to the fact that

the modeling of residual components was performed using PDP and power angular profile as

we did for the propagation paths. Reconstructed CIR from the modeling results was still not

accurate enough to obtain CIR from raw data.

Table 5.7 Degradation of receiving Eb/N0 in the transmission simulation using

propagation modeling results with diffuse paths.

Modulation format PPM DS-UWB

Td [ns] 4.8 2.4 4.8 2.4

Scenario I [dB] 0.1 0.1 0.0 0.0

Scenario II [dB] 0.1 0.3 0.2 0.1

5.4 Summary

This Chapter investigated the applicability of UWB propagation modeling results for eval-

uating BEP performance. We considered two specific modeling examples: LOS and NLOS

channels. The major findings are summarized as follows:

1. This Chapter identified the items that affected the accuracy of the UWB double-directional

spatio-temporal channel sounding and propagation modeling. The items consisted of two

folds: the antenna deconvolution and the model-based propagation parameter estima-

tion algorithm. In our case, the former item was related to the insufficient treatment
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of the polarization, and the latter issue resulted in the limited percentage of power

extraction.

2. Next this Chapter demonstrated that the BEP simulations taking into account only

propagation paths were not always able to predict the average BEP performances as

accurately as stored channel simulations mainly due to the limitations discussed in 1).

The antenna deconvolution issue had little effect in our BEP analysis because a) we

used antennas with high XPD in the UWB double-directional spatio-temporal channel

sounding, and b) we assumed the same antennas as measurements in reconstructing CIR

from propagation modeling results. Rather, the limited capability to extract multipaths

influenced the insufficient agreement more. Particularly, the effect appeared in the

steeper slope of the average BEP curve when ISI free. While inaccurate prediction

of error floor levels resulted when some of the local BEP suffered from ISI while the

rest was ISI free. In contrast, the agreement was better when ISI oriented errors were

dominant, or when the transmission data rate was sufficiently low. It corresponds to the

situation where the symbol length was much longer or shorter than the delay dispersion

of channels. The results strongly suggested to include the residual components into

BEP simulations.

3. Thirdly, this Chapter showed that the BEP performance prediction improved by taking

the diffuse paths into account. Modeling of the residual components were done using

PDP, and we assumed that the residual components had uniform distribution over tha

angular domains. Based on the model, the residual components were simulated as

diffuse paths by means of the Monte-Carlo simulations. By including the diffuse paths,

it was confirmed that the agreement of BEP from reconstructed channels and stored

channels were much better in all the simulated we tested, irrespective of environment

under consideration, modulation format, and symbol length. The demonstrated results

suggested the propagation modeling method to separately treat the propagation paths

and continuous angular and delay spectrum.

4. Finally, this Chapter found that the local BEP was not as accurate as the average BEP

characteristics. This was because the propagation modeling utilized multi-dimensional

power angular-delay profile, not the CIR, to determine DOD, DOA, and DT. The accu-

racy did not improve even considering the diffuse paths, because the modeling of residual

components were also done in the same manner. The limited modeling capability in

power extraction affected the accuracy of local BEP prediction seriously.
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Figure 5.1 Floor plan of the UWB double-directional spatio-temporal channel sounding

campaign in a home environment.
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Figure 5.2 PDP derived from raw channel data (solid line). PDP reconstructed from the

propagation modeling results is overlayed (dashed line): (a) Scenario I and (b) Scenario II.





-110

-105

-100

-95

-90

-85

-80

-75

-70

 10  20  30  40  50  60  70  80  90  100  110

P
ow

er
 [d

B
]

Delay time [ns]

Residual components

Modeled components

(a)

-115

-110

-105

-100

-95

-90

-85

-80

 10  20  30  40  50  60  70  80  90  100  110

P
ow

er
 [d

B
]

Delay time [ns]

Residual components

Modeled components

(b)

Figure 5.3 PDP of the residual components and its modeling results using the concatination

of several exponential distributions: (a) Scenario I and (b) Scenario II.
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Figure 5.4 Frame format of the UWB transmission simulations for 4-ary PPM and bi-phase

DS-UWB systems.
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Figure 5.6 Eb/N0 versus average BEP for Scenario I: (a) 4-ary PPM and (b) bi-phase

DS-UWB.
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Figure 5.7 Eb/N0 versus average BEP for Scenario II: (a) 4-ary PPM and (b) bi-phase

DS-UWB.
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Figure 5.9 Average BEP characteristics for different threshold level of CIR. Considered

channel was Tx1–Rx (Scenario I), and the analysis is for raw channel data: (a) 4-ary PPM

and (b) DS-UWB.
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agation modeling results. Considered channel was Tx1–Rx (Scenario I): (a) 4-ary PPM and
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Figure 5.11 BEP performance considering the diffuse paths in Scenario I: (a) 4-ary PPM

and (b) DS-UWB.
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Figure 5.12 BEP performance considering the diffuse paths in Scenario II: (a) 4-ary PPM

and (b) DS-UWB.
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Chapter6

Conclusion

This thesis covered a comprehensive set of discussions related to high-resolution radio wave

propagation modeling in indoor environments. The trigger of this study was to establish a

channel sounding method achieving far better angular and delay resolution of propagation

paths to characterize rich multipaths in short-range wireless communications. Improving the

delay resolution using the UWB signal had a potential to fulfil this requirement. At the be-

ginning of our research, the regulation activities on spectrum mask and radio license for UWB

systems also just started. This activity made our research activity meaningful with respect to

the contribution to a specific wireless system. Furthermore, next generation WLAN systems

gave another possibility where our channel sounding and propagation modeling could con-

tribute to. The next WLAN systems take into account MIMO systems to increase data rates

without expanding the use of frequency resources. This is specifically realized by exploiting

spatial (angular) information at both link ends, thus multi-element antennas are installed

at the terminals. The potential of MIMO systems created a demand to treat propagation

channels and antenna properties separately, since the antenna design should be optimized un-

der various propagation environment. Here the double-directional channel sounding concept

was invented, but it simultaneously improved path resolution because it utilized full angular

information. As such, demands for short-range wireless communication begun to emerge,

and the wireless systems have started to flourish into diverse kinds of applications nowadays.

The applications are not only for high-data rate communications, but also for low-data rate

communications such as networks for home security and for medical purposes. Given the in-

novations of wireless systems, we believe that high-resolution characterization and modeling

of indoor radio wave propagation will play an important role in realizing further facilitation

of wireless systems.

With the aim to conduct high-resolution channel sounding and propagtion modeling, we

first developed a UWB double-directional channel sounder. In Chapter2, the measurement

apparatus realizing the UWB double-directional channel sounder was given. As a propagation

modeling method, a parametric channel estimation method was employed, since the treatment
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of multipath propagation using a set of discrete paths was intuitively so simple that made the

subsequent analyses easier. Furthemore, we incorporated the spherical wavefront model with

the parametric channel estimation algorithm for pursing better fitting of the signal model into

physical propagation phenomena. A set of criteria expressing the fundamental performances

of the channel sounder, such as angular and delay resolution, and accuracy of parameter

estimates, were presented.

Chapter3 examined the proposed UWB double-directional channel sounder by an anehoic

chamber test, because the anechoic chamber could realize “a prior known” propagation en-

vironment. The test validated that the performances of the channel sounder worked as we

expected through the theoretical formulation presented in Chapter2. The achieved angular

and delay resolution was 10 deg and 0.67 ns respectively, which had not been realized in the

microwave band before our research. The spherical wavefront outperformed the conventional

plane wavefront model so that the possibility to increase model-order for improvement of

propagation modeling results were suggested. Derived parameters by the parametric channel

modeling algorithm was found to be accurate enough to encourage further channel sounding

and propagation modeling in a realistic multipath environment.

Eventually channel sounding and propagation modeling were conducted to characterize

multipath environments in Chapter4. The site we considered for measurement was a Japanese

wooden house, where many short-range wireless systems might be installed in the future. As

majority of channel measurement and modeling campaigns had been performed in office and

hall environments, our measurement campaigns revealed a distinguished value in channel mod-

els. Accordingly, the modeling results were contributed to two channel modeling activities: 1)

COST273 MIMO channel model, and 2) IEEE802.15.4a channel model. In the former model,

our parameters were approved as a representative parameter sets for home environments,

which are to be used all over the world. The parameters we contributed to the standard

channel models were based on the cluster treatment of propagation paths. Specifically, in

light of physical propagation phenomena, such as reflection, diffraction, and penetration, the

following cluster parameters were investigated: cluster angular and delay spread, scatter-

ing coefficients, power composition of clusters. It is obvious that the results presented in

Chapter4 had more meaning than just contributing to the standardized channel models. The

results could also be used to strengthen deterministic channel simulation methods, such as

ray-tracing.

Finally, in Chapter5, we assessed the UWB transmission performance using the propa-

gation modeling results. Popular modulation formats of UWB systems, namely DS-UWB

and PPM, were considered to derive BEP. The BEP results revealed that the transmission

simulation using propagation modeling results were not always capable of simulating BEP

characteristics accurately. This was mainly due to the residual components that were not

modeled as propagation paths using the parametric channel estimator. Further investigation

revealed that the accuracy of BEP prediction improved by considering the residual compo-
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nents into simulations as diffuse paths. This suggested that the propagation modeling should

be performed separately for discrete propagation paths and continuous multi-dimensional

power angular/delay spectrum.

6.1 Future Research Topics

Progress of channel sounding methods and propagation modeling approaches have been pro-

viding many important insights for further improvement, innovation and challenges. In this

last section of the thesis, we summarize several topics that should be further investigated in

the future from our research point of view.

6.1.1 Propagation Modeling Methods

The parametric channel modeling requires an underlying signal model to fit the measured

data. If the signal model is not accurate, the parametric channel modeling can characterize

only a limited part of measured data. Basically increasing the model-order can achieve better

fitting of the data, and the spherical wavefront was the realization which we took. However,

it also has several drawbacks: 1) the spherical wavefront is still not sufficient to model the

real physical phenomena properly. Even a simple diffraction yielded by the uniform theory

of diffraction (e.g., [71]) cannot be exaclty modeled as spherical wavefronts. 2) the spherical

wavefront is incompatible with the simultaneous DOD and DOA estimation as we pointed

out in Chapter2. It is possible to conduct the double-directional channel sounding with

the spherical wavefront by concatinating two single directional channel sounding as reported

in [17, 41, 52], but coupling of propagation paths extracted on Tx and Rx sides were quite

hard except for dominant propagation paths.

Another aspect that requires further consideration is the better modeling of residual com-

ponents. As suggested in Chapter5, it is essential to model the components for accurate

evaluation of transmission performance. Although we modeled the components in the delay

domain, and treated the angular characteristics using a uniform distribution, the modeling

should be performed in a refined way; that is, modeling in the double-directional angular-

delay domain is necessary for better accuracy. One potential solution for this issue have

been proposed by Ribeiro et al. [89]. It proposed to characterize the multi-dimensional power

angular-delay profile by a superposition of a certain distribution. In contrast to the plane

and spherical wavefronts which assumed propagation path as the dirac delta function on the

angular-delay domain, the modeling assumed that each propagation path had a certain range

of distribution in angular and delay domains. The research actually utilized the von Mise

distribution to express the path distribution. Although there are discussions as to the physical

meaning of the path distribution, it can be a powerful tool to characterize angular-delay pro-

file of propagation channels without considering the separated propagation paths and diffuse
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components.

6.1.2 Complex Antenna Directivity Measurement Covering UWB

Bands

In the propagation modeling procedure, the antenna deconvolution largely affects the ac-

curacy of resultant propagation modeling. Ideal antenna deconvolution requires complex

antenna directivity covering whole solid angles for all polarization states. Thus far, there

was no measurement apparatus realizing such a kind of measurement. The main issues to

be tackled for the development of the apparatus realizing the 3-D polarimetric antenna pat-

tern measurement are: 1) development of polarimetric sensors covering wide frequency range,

and 2) development of a mechanical structure which enables the measurement of the whole

solid angle. Particularly, the cylindrical near-field measurement can be a feasible solution for

antennas of our interests. The cylindrical antenna directivity evaluation reveals the poorest

performance towards ±z directions, but this is not a significant problem for the antennas

having nulls towards the directions. The near-field antenna directivity evaluation requires an

additional signal processing algorithm to convert the measured data into a far-field pattern,

and the algorithm can be realized using a simple Fourier transform as far as electrically small

antennas are concerned.

6.1.3 Frequency Dependence of Propagation Channels

The measurement results reported in this thesis was basically done with the full bandwidth in

the microwave band, from 3.1 to 10.6 GHz. However, the standardization activities of UWB

transmission systems [10,11] decided to use only part of the frequency bands for the purpose

of the coexistence with systems in service. The recently announced radio license for UWB

systems in Japan [6] also prohibits the use of 5 GHz band in order to protect WLAN systems.

The use of UWB band was eventually divided into low- and high-bands spanning below

5 GHz and above 6 GHz, respectively. The first deployment of UWB systems uses the low-

band, and the high-band is left for the potential band when exploring additional frequency

resouces in the future. Reflecting these situations, propagation characteristics should be

investigated for different frequency bands. Propagation modeling for the low-band is a much

more urgent issue than the high-band, but analysis in high-band and the comparison of

propagation characteristics between low- and high-bands are also emerging tasks.

6.1.4 Area Propagation Measurement and Modeling

In WLAN and WPAN systems, it is expected that mobile terminals move around inside an

environment, and therefore, investigation of dynamic propagation channel properties is impor-

tant. However, as our channel sounding campaigns were conducted only in one spatial point
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in a certain scenario, modeling results were not able to be used for the dynamic propagation

modeling. It is highly suggested that the UWB double-directional channel sounding cover

more environments, and wider areas in the environment. The area propagation measurement

and modeling enables us to investigate how propagation paths change if the antenna termi-

nal moves to different positions. It simultaneously helps us generalize dominant propagation

phenomena, and the result is a versatile tool to simulate wireless communication systems in

indoor environments. Furthermore, in the stochastic modeling point of view, sufficient data

samples can be assured by the area propagation measurement and modeling, contributing to

the increase of reliability of modeling results.
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AppendixI

COST273 MIMO Channel Model

Parameters in Home Environments

The propagation modeling results derived by our mesurement campaigns were approved

as a representative channel parameter of home environments in the COST273 MIMO channel

model. The parameters constituting the channel model can be classified into the following

two categories:

1. External parameters

This parameter specifies general properties of the environment under consideration. An-

tenna position, room size, and path loss are categorized in this parameter. Throughout

a simulation run, this value is kept fixed.

2. Stochastic parameters

This parameter includes properties of 1) shadowing, 2) power of LOS path, 3) cluster

parametes, such as the number of clusters, cluster motion, cluster angular/delay spread,

and cluster coupling factor between link ends, 4) diffuse components, 5) polarization,

and 6) auto-correlation distances. Most of these parameters are defined by probability

density functions (PDF), and parameters are generated using the PDF in each realiza-

tion of propagation channels.

In the following, the derived parameters are summarized. Parameters in LOS and NLOS

scenarios are shown in Tables I.1 to I.5 and Tables I.6 to I.10, respectively. Detailed description

of the MIMO stochastic channel model should be referred to [66].

The parameter list is still not complete, since some channel parameters were not able

to be analyzed by the measured data taken in our channel sounding. Some parameters

which were not available from our measurement results were complemented with results

from other measurements and channel models, such as the one reported by Kainulainen et

al. [90], IEEE802.15.4a channel model [64], and COST259 channel model [69]. Parameters
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Table I.1 External parameters in LOS scenario.

Parameter Values and comments

fc [Hz]
6.85 × 109

(Note: UWB measurements covering from 3.1 to 10.6 GHz)

hBS [m] 1.3

hMS [m] 1.0
−→r BS [m] [0.0, 0.0, 1.3]
−→r MS [m] [5.0, 0.0, 1.0]

Nant, dant, −→r array [.,m,m]

BS: 4 element ULA

MS: 4 × 4 horizontal URA

Inter-element spacing: 0.048 [m]

φant [pdf] A uniform distribution over [0, 2π]

PL [dB]
PL(d, f) = 43.9 + 17.9 log10(d) + 22.4 log10

(
f

fc

)
,

where d is distance between Tx to Rx [64]

Aroom [m×m] 6.85 × 3.6

Nfloor 0

ρrefl [dB] yes

for path loss, shadowing, and polarizations were complemented from the literatures. The

auto-correlation distances represent the dynamic properties of propagation channels, but we

were neither able to analyze it using our measured data, nor find complemental parameters

in other measurement and modeling results. It is obvious that further UWB double direc-

tional channel sounding and propagation modeling is necessary to supply values for the empty

parameters.
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Table I.2 Stochastic parameters in LOS scenario.

Parameter Values and comments

visibility region

pdfcluster(n) 7

RC [m] 2 (Educational guess)

LC [m] 0.5 (Educational guess)

cluster movement

µC,v [m/s] 0 optional: up to 4 [m/s]

σC,v [dB] 0

cluster power

kτ [dB/ns] 0.20

τB [ns] 50

Line of sight

dco [m] 10

RL [m] 2 (Educational guess)

LL [m] 0.5 (Educational guess)

µK [dB] −2.1

σK [dB] 3 [69]

average number of clusters 7

marginal DOA pdf N/A (Number of samples was too small.)

marginal DOD pdf N/A (Number of samples was too small.)

pdf of the delay of clusters
p(Tl|Tl−1) = Λ exp{−Λ(Tl − Tl−1)} (Poisson Process)

Tl is a delay time of l-th cluster, Λ = 0.047 [64]

number of MPCs per cluster 3 to 13 (average: 8)

pdf of the power distribution

of the MPCs within cluster

p(x) =
1√
2πσ

exp{−(x − m)2

2σ2
} (x < 0)

Log-normal distribution, m = −9.54, σ = 5.26 [dB].

Power is normalized by the strongest path

in clusters, i.e., 0 dB path always exists.

percentage of power in

the diffuse radiation [dB]

−6.38

(Compared to the total received power)

PDP of the diffuse radiation
fdiff = P0 exp (− τ

Γdiff

)

P0: 33 dB smaller power of the LOS path

Γdiff = 10.9, τ [ns] in excess delay.
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Table I.3 Stochastic parameters for angular spread, delay spread, and shadowing

in LOS scenario.

Parameter Values and comments

delay spread

µτ [ns] 0.98

στ [dB] −2.85

angular spread at BS

µφBS [◦] 3.35

σφBS [dB] 2.54

µθBS [◦] 8.76

σθBS [dB] 5.84

angular spread at MS

µφMS [◦] 3.35

σφMS [dB] 2.54

µθMS [◦] 8.76

σθMS [dB] 5.84

shadowing

σS [dB] 2.22 [64]

autocorrelation distances

LS [m] N/A

Lτ [m] N/A

LφBS [m] N/A

LθBS [m] N/A

LφMS [m] N/A

LθMS [m] N/A

cross-correlations

ρ N/A

ρBS−BS N/A
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Table I.4 Parameters for polarization in LOS scenario.

Parameter Values and comments

µXPD [dB] 5

σXPD [dB] 2.5

µVVHH [dB] 0.6

σVVHH [dB] 2.5 (Educational guess from [90])

µVHHV [dB] 0.5

σVHHV [dB] 2.5 (Educational guess from [90])

Table I.5 Parameters for MIMO in LOS scenario.

Parameter Values and comments

Ndiscr [.] 100

σP path [dB] N/A

ppower [pdf] N/A

Qdiff [dB]
−5.25 (Diffuse power divided by the power of discrete

propagation paths)

fdiff(τ, φBS, θBS, φMS, θMS)

fdiff = P0 exp (− τ

Γdiff

)

P0: 33 dB smaller power of the LOS path

Γdiff = 10.9, τ [ns] in excess delay.

coupling matrix

Nnz [.] 1 or 2

fcoupl

1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 0.85 0.15

(Typical value)

temporal variations for ad-hoc

Qtemp rice [pdf] N/A
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Table I.6 External parameters in NLOS scenario.

Parameter Values and comments

fc [Hz]
6.85 × 109

(Note: UWB measurements covering from 3.1 to 10.6 GHz)

hBS [m] 1.3

hMS [m] 1.0
−→r BS [m] [0.0, 0.0, 1.3]
−→r MS [m] [5.0, 0.0, 1.0]

Nant, dant, −→r array [.,m,m]

BS: 4 element ULA

MS: 4 × 4 horizontal URA

Inter-element spacing: 0.048 [m]

φant [pdf] A uniform distribution over [0, 2π]

PL [dB]
PL = 48.7 + 45.8 log10(d) + 30.6 log10

(
f

fc

)
,

where d is distance between Tx to Rx [64]

Aroom [m×m] 6.85 × 3.6

Nfloor 0

ρrefl [dB] yes
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Table I.7 Stochastic parameters in NLOS scenario.

Parameter Values and comments

visibility region

pdfcluster(n) 8 (Typical value)

RC [m] 2 (Educational guess)

LC [m] 0.5 (Educational guess)

cluster movement

µC,v [m/s] 0 optional: up to 4 [m/s]

σC,v [dB] 0

cluster power

kτ [dB/ns] 0.18

τB [ns] 55

Line of sight

dco [m] −
RL [m] −
LL [m] −
µK [dB] −
σK [dB] −
average number of clusters 8

marginal DOA pdf N/A (Number of samples was too small.)

marginal DOD pdf N/A (Number of samples was too small.)

pdf of the delay of clusters
p(Tl|Tl−1) = Λ exp{−Λ(Tl − Tl−1)} (Poisson Process)

Tl is a delay time of l-th cluster, Λ = 0.12 [64]

number of MPCs per cluster 2 to 23 (average: 7)

pdf of the power distribution

of the MPCs within cluster

p(x) =
1√
2πσ

exp{−(x − m)2

2σ2
} (x < 0)

Log-normal distribution, m = −9.54, σ = 5.26 [dB].

Power is normalized by the strongest path

in clusters, i.e., 0 dB path always exists.

percentage of power in

the diffuse radiation [dB]

−5.50

(Compared to the total received power)

PDP of the diffuse radiation
fdiff = P0 exp (− τ

Γdiff

)

P0: 38 dB smaller power of the LOS path

Γdiff = 12.4, τ [ns] in excess delay.
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Table I.8 Stochastic parameters for angular spread, delay spread, and shadowing

in NLOS scenario.

Parameter Values and comments

delay spread

µτ [ns] 0.88

στ [dB] −3.11

angular spread at BS

µφBS [◦] 4.52

σφBS [dB] 5.07

µθBS [◦] 6.07

σθBS [dB] 4.86

angular spread at MS

µφMS [◦] 4.52

σφMS [dB] 5.07

µθMS [◦] 6.07

σθMS [dB] 4.86

shadowing

σS [dB] 3.51 [64]

autocorrelation distances

LS [m] N/A

Lτ [m] N/A

LφBS [m] N/A

LθBS [m] N/A

LφMS [m] N/A

LθMS [m] N/A

cross-correlations

ρ N/A

ρBS−BS N/A
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Table I.9 Parameters for polarization in NLOS scenario.

Parameter Values and comments

µXPD [dB] 5

σXPD [dB] 2.5

µVVHH [dB] 0.6

σVVHH [dB] 2.5 (Educational guess from [90])

µVHHV [dB] 0.5

σVHHV [dB] 2.5 (Educational guess from [90])

Table I.10 Parameters for MIMO in NLOS scenario.

Parameter Values and comments

Ndiscr [.] 100

σP path [dB] N/A

ppower [pdf] N/A

Qdiff [dB]
−4.06 (Diffuse power divided by the power of discrete

propagation paths)

fdiff(τ, φBS, θBS, φMS, θMS)

fdiff = P0 exp (− τ

Γdiff

)

P0: 38 dB smaller power of the LOS path

Γdiff = 12.4, τ [ns] in excess delay.

coupling matrix

Nnz [.] 1 or 3

fcoupl

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 0.56 0.31 0.13

(Typical value)

temporal variations for ad-hoc

Qtemp rice [pdf] N/A
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