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Abstract

In the particle physics, in order to explain the shortcomings in the Standard Model (SM), physics
models beyond the Standard Model (BSM) have been proposed. Some of them predict the existence
of new particles such as vector-like quarks (VLQ), or enhancement of four-top-quark production. A
search for new phenomena in top-antitop quarks final states with additional heavy-flavor jets has been
carried out in this thesis. The analysis was executed for 36.1 fb=! of /s = 13 TeV proton-proton
collisions data taken with the ATLAS detector at the LHC. The main target of this search is one of
the VLQ, referred to as the vector-like top partner (VLT).

The signal events of VLQ and BSM four-top-quark production include boosted heavy particles such as
Higgs bosons and top quarks. Introduction and optimisation of Higgs boson and top quark identifiers
with the re-clustering technique are developed in this thesis. They improve the discrimination
of signals from the SM backgrounds. Events are classified with jet, b-jet, Higgs-jet, and top-jet
multiplicities and compared on the total energy in the transverse plane between the data and SM
prediction. To improve the accuracy of the background estimation, a likelihood fit of the predicted
backgrounds to the observed data is performed. Before searching for any excess of the data in the
signal region, the background prediction is needed to be consistent with the data in the validation
region. After the fit, the background predictions are confirmed to be consistent with the data within
their uncertainty in the validation region. Therefore, any excess is searched for in the signal region.

As aresult, no significant excess of events from the SM expectation is observed, hence the exclusion
limits on the cross section for various BSM models are set. For the VLT signals, the cross section limits
are interpreted as the lower VLT mass limits by comparing with the theoretical cross section. In the
case of the fixed branching ratio of the VLT decaying into the Higgs boson and top quarks, BR(T" —
Ht) = 1, the observed (expected) limit on the mass is set to be my T > 1.43 (1.34) TeV. The observed
(expected) mass limits for a weak-isospin doublet and singlet are set to be myrr > 1.31 (1.26) TeV
and myrr > 1.19 (1.11) TeV, respectively. For the other branching ratios, the observed and expected
mass limits are set, assuming BR(T — Ht) + BR(T — Zt) + BR(T — Wb) = 1. As for the
four-top-quark production, the observed (expected) cross section limit for a contact interaction in an
effective field theory model is set to be 16.4 (30.9) fb. For two universal extra dimensions with
the real projective plane, the Kaluza-Klein mass limits with the symmetric geometry case are set
to be mgg > 1.8 (1.73) TeV. These limits significantly exceed the previous results from similar
experiments.



Declaration of author’s contribution

The plots from Chapter 1 to Chapter 2 except Section 2.3 are necessary to understand the background
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1 Introduction

An elementary particle is the minimum entity of the nature, which is not able to be divided further.
The dynamics of elementary particles are described by a theoretical model referred to as “Standard
Model” (SM). In the nature, it is known that there are four forces: the strong force, electromagnetic
force, weak force, and gravity. The SM describes all forces except the gravity based on the quantum
field theory. The SM can explain most of the experimental results precisely, while it cannot explain
the origin of the dark matter in the universe and has fundamental issues called hierarchy problem,
which causes the divergence of the Higgs boson’s mass. Thereby a number of physics models beyond
the Standard Model (BSM) have been proposed. For years, many experiments have searched for the
new phenomena motivated by the BSM scenarios. This section describes the overview of the SM
and BSM at first, and then introduces some of the latest results of searches for new phenomena.

1.1 Standard Model

The SM describes the dynamics of twelve fermions consisting of six quarks and six leptons, four
vector bosons, and one Higgs boson. The forces are explained by an exchange of the mediator between
two particles (“interaction”). The dynamics are based on the gauge theory, and a mediator of the
vector boson with spin 1 is called a gauge boson. The strong force which is a force to bind nucleons
is described by the Quantum Chromo-Dynamics (QCD) [1]. The mediator particle is a gluon (g).
The mediator of the electromagnetic force is photon (y). The weak force whose mediators are W
and Z bosons is a force to cause the S-decay of nuclei. The electromagnetic and weak forces are
unified as the electroweak (EW) force described by Glashow-Weinberg-Salam theory (GWS) [2-4].
These kinds of interactions occurring between the particles have the charge related to the interaction.
The particles having colour charge can interact via the strong interaction. The ones with electric and
weak charge can interact via electromagnetic and weak interaction, respectively.

The fermions, matter particles, have a spin of 1/2 and divided into two groups: quarks and leptons.
The quarks have the colour charges, while the leptons do not have the colour charge. There are six
kinds (“flavour”) of quarks: up(u), down(d), charm(c), strange(s), top(¢), and bottom(d). They are
split into three generations: the first generation (u, d), the second generation (c, s), and the third
generation (¢, b). Since they interact each other via the strong interaction, they are bound and form
a stable or unstable state referred to as hadron. The three-quark state is a baryon, which is, for
instance, a proton composed of (uud). The quark-antiquark state is a meson, which is, for instance,
a charged pion composed of (ud). The leptons with electric charge, so-called charged lepton, are
electron (e), muon (u), and 7-lepton (7). The leptons without electric charge, so-called neutrino, are
electron neutrino (v,.), muon neutrino (v, ), and 7 neutrino (v). Since the neutrino does not have
the electric charge, they interact only via weak interaction. The leptons are also similarly split into
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Table 1.1: Elementary particles in the Standard Model. The first column shows the fermions of quarks and
leptons, the second column shows the gauge bosons, and the last column shows the Higgs boson. The “charge”
represents the electric charge.

Matter particle (fermion) Force mediator Higgs
Name  Charge  Istgen. 2nd gen. 3rd gen. Force boson || (scalar)
2
Quarks +% u (up) ¢ (charm) t (top) Strong ' g
-3 d (down) s (strange) b (bottom) || Electromagnetic 0% H
0 Ve Vi vy w*
Leptons 1 . u . Weak 7

three generations: the first generation (v,, e), the second generation (v, ), and the third generation
(vr, 7). All the particles described above are summarised in Table 1.3.

Mathematically, the SM is based on the gauge invariance under the gauge group:
SUB)c®SUR), @ U(1)y, (1.1)

where SU(3)¢ corresponds to the symmetry group of the strong interaction and SU(2)p ® U(1)y
corresponds to that of the electroweak interaction. The Lagrangian of the SM Lgy which describes
the particles equations of motion can be expressed by:

Lsm = Lew + Locps (1.2)

where Lgw and Locp correspond to the Lagrangian of the electroweak interaction and QCD,
respectively. They are explained in the following.

1.1.1 Electroweak theory

The electroweak theory describes the electromagnetic and weak interactions. The weak interaction
has SU(2) symmetry with respect to the weak isospin / and interact with the left-handed particle.
Then, the symmetry is denoted as SU(2)y. The left- and right-handed components of a fermion is
expressed by:

1

UL = 5<1—y5>w (1.3)
1

vr = SU+yy (1.4)

The gauge field of the gauge group is denoted as W), = (WO, le, Wﬁ). The left-handed component is
isospin-doublet with I = 1/2, while the right-handed component is isospin-singlet with 7 = 0.

Vi I/ti
() ()

T (1.6)

fL
Ir
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where u, d, v, and [ here are an up-type quark with the electric charge of +2/3, down-type quark
with the electric charge of —1/3, neutrino, and charged lepton, respectively. The index i represents
the generation: i = 1, 2, 3. The SM assumes absence of the right-handed neutrinos. Here, the
hypercharge Y is introduced by the Gell-Mann Nishijima formula:

Y

where Q is the electric charge, and I3 is the third component of the isospin. For example, the left-
handed lepton has the hyperchange of Y = —1, while the right-handed lepton has the hypercharge of
Y = —2. The gauge filed coupling with the hypercharge of the U(1) group is denoted as B,. The
Lagrangian of the electroweak interaction can be described by:

Lew

_ 1 1
Z fiy' Dy f - ZW,W - WH — ZB,,V - B, (1.8)

D,

Y
6ﬂ+igWW#-T+igB§B , (1.9

where 7 is the vector of Pauli matrices: T = (6°/2, 01 /2, 02/2), gw and gp are the coupling constants
to the W and B fields, and W), and By, are defined as:

Wo = 0W,-0,W,—gW,xW, (1.10)
By, = 0,B,-0,B,. (1.11)
The first term of Eq. (1.8) represents the kinetic term of fermions involving the interactions with the

bosons. The second and third terms represent the kinetic term of the bosons. Then, W and B are
replaced with the two fields of Z and A defined as:

Z, B cosfy —sinfwy W’B (1.12)
Ay - sinfy  cosfOw B, ’
cosfy = —W (1.13)
e + &5
sinfy = g8 (1.14)

V&w * 85

The Oy is known as Weinberg angle. Assuming massless for all the particles, the interaction part of
the Lagrangian can be written with A, Z, and Q as:

L = —efy"AQf + ‘%f‘uy“(W;r+ + Wt fL + 82 ¥ Zu (I3 — Qsin® Ow) £, (1.15)
e = _SWEB (1.16)
V8w + 85
e
g7 = (L.17)

sin Oy cos Oy’

where W* = (W! £ iWw?)/ V2. The first term describes the interaction between fermions and the
field A, corresponding to the photon, with the electric charge, corresponding to the electromagnetic
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interaction. The second term describes the interaction between the left-handed fermions and the field
W, corresponding to the charged weak current. The third term describes the interaction between the
fermions and the field Z, corresponding to the neutral electroweak current.

Here, it is assumed that all the particles are massless. When introducing the non-zero mass, the
Lagrangian breaks the local SU(2) symmetry. The assumption of the massless particles does not
agree with the experimental results. Then it is necessary to introduce the mechanism that the particles
obtain the masses without breaking the symmetry.

1.1.2 The Higgs-Englert-Brout mechanism

The mechanism to introduce the non-zero masses with Spontaneous Symmetry Breaking (SSB) is
known as the Higgs-Englert-Brout mechanism. Here a new SU(2) doublet scalar field ® is introduced
in SU(2)r ® U(1)y group:

+
(I>=( ZO ) (1.18)
where “+” and “0” represent the electric charge of the fields. The field @ has the isospin of I = 1/2.
The Lagrangian for the field ® is assumed to be written as:

Lo = (D,®)"(D'®) - V(D), (1.19)
where D, is defined in Eq. (1.9) and the V(®) is the potential term defined by:
V(@) = /@@ + 1(®' D)’ (1.20)

The potential V depends on the two parameters of u” and A. In the case of negative values of 1 < 0,
the minimum of the potential is negative infinity, resulting in no stability. In the case of positive
values of A > 0 and positive x> > 0, the potential has the minimum energy at |®| = 0. The stable
state with the minimum energy is the vacuum. It means that the Vacuum Expectation Value (VEV)
is zero ((O|®@|0) = 0). In the case of positive values of 4 > 0 and negative ,u2 < 0, the potential gets
the minimum at:

(1.21)

It corresponds to have non-zero VEV of (0|¥|0) = v/ V2. The field of ® can have any value which
satisfies (O|¥]0) = v/ V2. The complex fields of ¢* and q)o can be written by the four real scalar
fields ¢; (i = 1, 2, 3, 4):

ot = %(tﬁlﬂ'(ﬁz) (1.22)
¢’ = %(¢3+i¢4). (1.23)

Now if ¢ = ¢ = ¢4 = 0 and ¢3 = v, the vacuum is fixed and the rotational SU(2) symmetry in the
¢; space is broken. This is the spontaneous symmetry breaking, as shown in Fig. 1.1.
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Re(¢) ‘

Figure 1.1: Higgs field potential V (¢). In case of 1 > 0 and x> > 0, the vacuum which is the minimum energy
state is the state at (O|®|0) = 0. In case of 1 > 0 and #2 < 0, the vacuum is randomly chosen at the new lowest
energy state at (O|'¥|0) = v/ V2. Cited from the reference [5].

The field at the vacuum @ is written as:

1 {0
Oy = — ( ) (1.24)
V2 \v
Then, the field around the vacuum is expressed with the additional fluctuation component H (x):
1 0
(D_ﬁ(v+H(x)) (1.25)

The field H (x) describes the physical dynamics of the scalar field around the vacuum, corresponding
to the “Higgs boson”. The masses of the electroweak bosons are obtained from substitution of
Eq. (1.24) into the kinetic term of Eq. (1.19):

2
1 WO+ ggB  V2gwWt 0
D.®) (D*®) ~ (0,v/V2)— | &V 1.26
(D @) (D" ®) O.v/ )22( VaewW-  —ewW0+gpB | \wvz | (120
2
1% _
- §[2g$VW W* + (—gwW° + gz B)?] (1.27)
2 1 2
(%) W-W++§(%) ZZ+0-AA (1.28)

The last side explicitly includes the term for the A field. Considering the difference of the coefficient
between the neutral and charged bosons, the masses of W and Z are written as:

8wV

my = %. (1.30)

The mass of A remains to be zero. Regarding the mass of the scalar field, the Lagrangian for the
scalar field can described by substituting Eq. (1.25) into Eq. (1.19):

1 1
Lo= 5(8#H)2 - W?H? — (AWH? + Z/IH“) +oe (1.31)
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From the second term, the mass of the scalar field is expressed by:

my = V2Av% = |22 (1.32)

Now we shall think to add the interaction between the scalar field and the fermions with the SU(2)
symmetry around the vacuum preserved. Both @ and f;, have the isospin of / = 1/2, and then the
((I)T fr) and ( fL(l)) are invariant with respect to the SU(2) isospin rotation. Thus, combining the
isospin singlet fg, the interaction can be described by using the Yukawa Lagrangian as:

Ly = D ~ylR(@® f)+ (fL®)fr] (1.33)
- %(f}eh + fLfR) — %(fRfL + fLfr)H, (1.34)

where y is the coupling constant between the scalar field and the fermion. The masses of the fermion
are written as:

_ XY
I’YLf—@

In addition, the interaction between the scalar field and fermions are also introduced.

(1.35)

In summary, considering that the parameter of 1> depends on the temperature or energy, the parameter
12 has positive values at high temperature such as the time of the early universe, and then the VEV
is zero. As the temperature decreases, the parameter x> obtains negative values below the critical
temperature, and then the VEV has non-zero value. At the same time, the electroweak symmetry
breaks and the particles obtain their masses.

1.1.3 Quantum Choromo-Dynamics

The QCD describes the strong interaction between the particles with the colour charge. The colour
charge is one of the internal degree of freedom, which was introduced to explain the experimental
results. The A** baryon has the electric charge Q = 2 and the spin of 3/2, leading to be composed
of three up quarks as u(T)u(T)u(T). But the state is not allowed by the spin statistics (Pauli exclusion
principle). Then, the new quantum number, colour, is introduced to explain the existence of the
baryon. The colour degree of freedom is named as red(R), green (G), and blue (B). The quark fields
are expressed by:

q
q=| ¢¢ (1.36)
q

The Lagrangian of QCD can be described with SU(3) gauge group as:

1
q(iy'Dy)q - ZG,Z‘VG“'“V, (1.37)

D, = 8,-igsT.G%, (1.38)

Locp
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where a is the index a = 1,...,8, G is the gluon field, and T, is the SU(3) operator, T, = 1,/2,
written by the Gell-Mann matrices 1,. The field strength tensor Gy;,, is described as:

Gty = .Gy — 0,Gy, + gs fabc GGy, (1.39)

where f,p. is the structure constant of SU(3) gauge group . It describes the self-interaction of the
gluon fields. The dependency of the coupling constant as = g:é /4 on the energy scale Q2 can be
expressed as:

where Aqcp is a cut-off scale named QCD scale, and ny is the number of flavours of quarks:ny = 6.
According to Eq. (1.40), in the case of Q% — oo, the coupling strength decreases to zero, where the
gluons and quarks behave like free particles, known as “Asymptotic freedom”. The phenomenology
of QCD with high Q7 can be calculated perturbatively. On the other hand, in the case of Q> ~ AéCD,
the coupling strength increase to infinity. The quarks and gluons interact each other very strongly and
form hadrons with colour singlet, known as “colour confinement”. If a quark is emitted with a certain
momentum by some interaction, it emits gluons which split into quark-antiquark pairs, repeating the
processes, and reduces its energy. At around the QCD scale, all the quarks form hadrons. From the
experimental system, these hadrons go along the initial momentum direction like a hadron shower.
This phenomena is called as “jet” in the high energy physics.

4

(11 - %nf)log(AQ

2
2
QCD

as(Q?) =

(1.40)

1.1.4 Experiment results on the Standard Model

For tens of years, a lot of experiments have verified the SM.

Especially, the collider experiments have provided the precise measurements for the electroweak
sector. The W and Z boson masses can be predicted in the SM using the other measured parameters.
The global fit using several experimental results is performed by the the Particle Data Group [6]. The
SM expectation of these masses are obtained to be:

my” = 80.361 £ 0.006 GeV (1.41)
m," = 91.1880 % 0.0020 GeV. (1.42)

The CDF and DO experiments at Tevatron combined the results of W boson mass measurements and
provide the most precise value [7]:

m%t,’s = 80.387 £0.016 GeV (1.43)

The ALEPH, DELPHI, L3, OPAL experiments at LEP measure the Z boson resonance and provide
the Z boson mass [8]:

m%* = 91.1876 +0.0021 GeV. (1.44)

The observed mass values are consistent with the SM expectations.
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In addition, they determine the number of neutrino flavours by the measurements of the Z boson decay
width. Since the partial width for the neutrino contribution can be extracted by the subtraction of the
partial widths of charged leptons and hadronic decay modes: T'(inv.) = T'(Z) — 3I'(I*17) — T'(had.).
The number of neutrino flavour is obtained by dividing the partial width by the theoretical partial
width:

N, = T(inv.)/T(vv)"Y = 2.992 + 0.007. (1.45)

The Weinberg angle 0y is measured by obtained by Tevatron experiments [9, 10]. the average value
is obtained by combination of the results performed by the Particle Data Group [6]:

sin® Ay = 0.23185 + 0.00035. (1.46)

The heaviest particle, top quark, was discovered at Tevatron experiments [11, 12] in 1995 and its
property have been measured. The mass is combined by the Particle Data Group [6] using the results
of Tevatron and LHC at /s = 7 TeV:

my = 173.1+0.6 GeV. (1.47)

As described in the previous sections, the Higgs-Englert-Brout mechanism introduces one scalar
boson (Higgs boson) which are capable to be detected. A new scalar boson whose property is
consistent with the SM Higgs boson was discovered by the ATLAS and CMS experiments at LHC
in 2012, which are described later. In association with the discovery, Prof. Peter Higgs and Prof.
Francois Englert won the Nobel prize in 2013. The mass of the Higgs boson is determined with the
decay modes of H — yy and H — ZZ — 4l, where the four vectors of the decay products can be
determined experimentally and the invariant mass can be reconstructed. The results in the ATLAS
experiment at LHC +/s = 13 TeV [13] are shown in Fig. 1.2, compared with the combined result of
the ATLAS and CMS experiments at LHC Runl [14]. The Higgs boson mass is found to be around
125 GeV.

The Higgs boson is expected to interact with all the SM bosons and fermions. The couplings to the
fermions with Yukawa interaction are proportional to their masses. The coupling strength can be
written as kg; - YF.i/ V2 = kF,i - mp;/v, where i is the index of the fermion flavours, xr ; is the
modification term of the cross section o~ written as: «r; = 0/ o-l.SM, and v is the vacuum expectation
value: v = 246 GeV. In a similar way, the couplings to the weak bosons can be parameterised as
m = y/Kv,j - my j/v, where j is the index of the weak bosons and gy ; is the gauge
coupling strength between the Higgs boson and the weak boson. The measurements and searches for
the Higgs coupling to the SM particles have been carried out at the LHC experiments. Figure 1.3 shows
the Higgs boson couplings to the SM particles combined with the ATLAS and CMS experiments
at the LHC Runl [15]. It includes all the production and decay processes of the Higgs boson. The
Higgs boson coupling to the top quark is determined from the production process since the mass of
the top quark is heavier than the Higgs boson mass and the Higgs boson does not decay to the top
quarks. The coupling to the muons has not been discovered yet due to its small branching ratio in
both the ATLAS and CMS experiments. The coupling shown in Fig. 1.3 is obtained with the fit as the
maximum likelihood value assuming no decay modes to BSM particles. It is found that the observed
Higgs boson couplings agree with the SM prediction (blue dashed line).
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Figure 1.2: Higgs boson mass measurements from the individual and combined analyses in the ATLAS
experiments [13]. The LHC Runl represents the combined result of the ATLAS and CMS experiments [14].
The systematic (magenta-shaded bands), statistical line and corresponding (gray) shaded column indicate the
central value and the total uncertainty of the combined measurement, respectively.
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Figure 1.3: Best fit values of the couplings to the SM particles as a function of particle mass for the combination
of the ATLAS and CMS data [15] in the case of the parameterisation described in the text, with parameters
defined as «r - mp /v for the fermions and as +/ky - my /v for the weak vector bosons, where v = 246 GeV is
the vacuum expectation value of the Higgs field. The dashed (blue) line indicates the predicted dependence on
the particle mass in the case of the SM Higgs boson. The solid (red) line indicated the best fit results to the
[M, €] phenomenological model of Ref. [16] with the corresponding 68% and 95% confidence level bands.
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Standard Model Total Production Cross Section Measurements  status: July 2017
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Figure 1.4: Summary of several Standard Model total production cross section measurements, compared to the
corresponding theoretical expectations. All theoretical expectations were calculated at NLO or higher. The
luminosity used for each measurement is indicated close to the data point. Uncertainties for the theoretical
predictions are quoted from the original ATLAS papers [17].

The total cross sections of the various processes are measured in the ATLAS experiments at the LHC
with v/s = 7, 8, 13 TeV, shown in Fig. 1.4. The theoretical physics processes are calculated with
the Next-to-Leading Order (NLO) or higher, shown in gray bands. The luminosities used for the
individual measurements are 4.5 - 4.9 fb~! for /s = 7 TeV (blue), 20.3 fb~! for v/s = 8 TeV (orange),
and 0.008 - 36.1 fb~! for v/s = 13 TeV (purple). The observed cross sections agree with the SM
predictions over 10'? orders of magnitude.

In spite of the successful descriptions of the elementary particle physics in the SM, there are several
evidences that the SM framework is not the ultimate theory. One of the evidences is the existence of
the dark matter. In 1933 Fritz Zwicky found that the velocity dispersion of galaxies in the Coma cluster
was not supported by the luminous matter [18]. In 1970s, Vera Rubin and collaborators measured the
rotation curves of galaxies [19, 20]. The dependency of the speed on the distance between the galaxy
centre and a matter cannot be explained by the expectation in Newtonian dynamics with the masses
and positions of the matter and the heavy and visible matter at the galaxy centre. It directly indicates
the existence of the invisible (dark) matter. In addition, the evidence of the dark matter is indicated
by another astronomical measurement using gravitational lensing. From the astronomy, the features
of the dark matter are known as heavy, electrically neutral, and stable. The SM does not include the
candidates of the dark matter, and then can not explain the phenomena. Over the past few decades,
in the particle physics, the direct and indirect searches for the dark matter have been carried out, but
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the evidence of the dark matter has not been observed.

Another fundamental problem is the hierarchy problem. As shown in Eq. (1.40), the coupling strength
depends on the energy scale. The strong and electroweak coupling constants cross approximately at
much higher energy scale of 10'> GeV than the electroweak energy scale of 246 GeV. The theorists
have attempted to unify the strong and electroweak theories and describe the phenomena with one
theoretical framework, “Grand Unified Theory (GUT)”. The large difference of the energy scales
does not seem to be natural and then is called the hierarchy problem. Such a large energy scale
difference results in unnaturalness on the mass calculation of the Higgs boson. As described in the
previous sections, the Higgs boson mass is expressed by Eq. (1.32). Since the accurate mass value is
needed, the observed mass is calculated with the quantum correction. The observed mass my can be
expressed by

m2, = (mpy)? + Am?,, (1.48)

where mp, is the bare mass expressed in Eq. (1.32) and Amp is the quantum correction on the Higgs
mass. Considering the contribution of the fermions, the quantum correction is described by:

el

2 2 A
6 [2/\ +O(mfln— : (1.49)

Am2, =
H my

where yy is the Yukawa coupling of the fermion f and A is a cut-off energy scale of the theory. If the
SM is valid up to the GUT energy scale, the cut-off scale A2 is 103 GeV?. It leads to the fact that
the observed Higgs boson squared mass (10* GeV?) should be obtained by the huge cancellation at
26 orders of magnitude. This enormous cancellation is known as fine tuning.

1.2 Beyond the Standard Model

For many years, in order to solve the fundamental problems in the SM, physics models beyond the
Standard Model (BSM) have been proposed. In this section, several models related to the search for
new phenomena with the #7-plus-jets final state presented in this dissertation are reviewed.

1.2.1 Extra dimension

The SM describes the phenomena of particle physics with four dimensions spacetime composed of
three spacial dimensions and one time dimension. The physics models to consider 4 + ¢ dimensions as
the extension of the SM are called the Extra-Dimensional models (ED). The additional § dimensions
are denoted as extra dimensions. In 1920’s, Theodor Kaluza and Oskar Klein attempted to unify
the gravity and the other interactions with General Relativity based on 4 + 1 dimensions. The idea
is to compact one spacial dimension in the small scale, known as Kaluza-Klein theory. Figure 1.5
illustrates the scheme of the spacetime dimensions. The vertical dimension represents the 3 + 1
dimensions with infinity size that we know well. The extra dimension is compactified on a circle of
radius R with finite size. When a field propagates into the extra dimension, the extra dimension’s
component of the momentum is quantised in units of 1/R, the compactification scale. In general,
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Figure 1.5: Representation of an extra dimension with a radius of R.

the particles propagating the extra dimensions appear as the Kaluza-Klein (KK) states in our 3 + 1
dimension. The KK states have infinite number of modes, referred to as “tower”, in which the mass
of the individual KK state corresponds to the quantised momentum in the extra dimensions. The ED
models are classified with the compactifying geometry: flat and warped.

Flat-extra-dimensional models

In 1998, Arkani-Hamed, Dimopoulos, and Dvali (ADD) showed an interesting model that the SM is
fixed in the 3 + 1 dimensions and only the graviton, a mediator of gravity, can propagate in the extra
dimensions [21]. The extra dimensions are compactified in a radius of R. The energy scale unifying
the gravity to the other forces, Planck scale, is approximately 10'° GeV order in the SM. The Planck
scale Mp; is effectively modified in the ADD model with n extra dimensions as:

Mz, ~ M3y, R, (1.50)

where Mpj+n) is the Planck scale in the 4 + n dimensional model. If n = 2 and R ~ 100 um, the
Planck scale Mpj4+n) is equivalent to the electroweak scale. From the experimental point of view,
the lower limits are set on the Planck scale Mpj.n) of 7.7 TeV at n = 2 and 4.8 TeV at n = 6 [22],
resulting in the higher Planck scale than the electroweak scale.

Another model is the Universal Extra Dimensions (UED) [23] assuming all the SM particles can
propagate in the extra dimensions. It is known that the UED model with 4 + 2 dimensions on
the real projective plane (2UED-RPP) is allowed experimentally and can produce the dark matter
candidate [24, 25]. Each SM field can propagate the two extra dimensions and have KK states
(towers) for each extra dimension. The towers are represented in tiers labelled by two integers (k, [)
which correspond to the momenta along the extra dimensions. All the states are degenerated in a tier
with the mass determined by:

2 k> 12

my

==+ —, (1.51)
s 2 2
R R

where R5 and Rg are the compactification radii for each extra dimension. The coloured particles in
the tier (1,0) and (0,1) can be produced at the LHC and decay into the lightest particle, which is the
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dark matter candidate, with radiating the soft SM particles. Since the masses of the particles in the
tier are degenerate, the radiated SM particles have very low momentum. Therefore, this analysis is
not sensitive to the signature including missing and soft particles [26]. On the other hand, the tier
(1,1) produces an interesting and targeting signature, four-top-quark production, described later. The
observation of dark matter relic abundance using WMAP data prefers the range of the KK mass up
to 1200 GeV [27].

Warped-extra-dimensional models

In 1999, Randall and Sundrum (RS) proposed an extra dimensional model using a warped geo-
metry [28]. The RS model uses five dimensional Anti-de Sitter (AdS) spacetime with a compactifica-
tion scale of TeV order. The RS model assumes two branes: one brane involving all the SM fields with
3+1 dimensions and the other brane involving gravity. On the gravity brane, the gravity is very strong.
The probability to find the graviton depends on the distance between the two branes and decrease
exponentially at our brane. It explains the weakness of the gravity. Comparing to the ADD model,
there are less strict constraint on this model because the observables depends on the AdS curvature.
According to the AdS/CFT correspondence, the physics of the warped five extra dimensions can be
interpreted to the four-dimensional-strongly-interacting theories [29]. The phenomenology is close
to the composite models which are explained in the next section.

1.2.2 Compositeness

One solution of the hierarchy problem is to consider the Higgs boson as a composite state like pion
in the QCD. When a symmetry breaks spontaneously, Nambu-Goldstone bosons, massless scalar
particles, appear [30]. If the symmetry is not exact but approximate and breaks spontaneously, the
Nambu-Goldstone bosons (NGB’s) can obtain their masses. The bosons in this case are referred to
as pseudo-Nambu-Goldstone bosons (pNGB’s). The chiral symmetry in the QCD corresponds to
the situation. If quarks do not have their masses, the symmetry is exactly conserved in which the
left- and right-handed components are not mixed. However, since quarks have non-zero masses after
the electroweak symmetry breaking, the chiral symmetry corresponds to the approximate symmetry.
Then, the chiral symmetry breaks spontaneously, and the pNGB’s appear. The pNGB’s are pions,
which have lower mass than the QCD energy scale. Above the QCD energy scale, the vectors and
fermions appear as composite states of quarks. The idea of compositeness is analogous to the chiral
symmetry breaking.

Higgs boson as a pseudo-Nambu-Goldstone boson

The BSM models such as Composite Higgs [31-33], and Little Higgs [34, 35] extend the SM by
adding a the new strongly-interacting sector with a global symmetry. The Composite Higgs model
proposed by Kaplan and Georgi in 1984 introduce a new strong sector with a global symmetry G. At
some energy scale f, the global symmetry is spontaneously broken to the symmetry group /. The
H contains the SM electroweak group SU(2)r X U(1)y. In the coset G/H, several NGB’s emerge,
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and then some of them are equivalent to the complex SU(2)-doublet Higgs field H. The NGB’s are
composite as the pion in the QCD. When gauging SU(2); X U(1)y and breaking the symmetry G
explicitly, the Higgs field obtains its mass and behaves as the pPNGB. This is an analogy to the pions as
pNGB’s. This idea can avoid the divergence of the Higgs boson mass because the Higgs boson does
not exist above the energy scale f. The minimal composite Higgs model (MCHM) [36] is known as
an minimal example. This model assumes that the symmetry G = SO(5) x U(1) is broken to the
symmetry H = SO(4) x U(1). In the case, four real NGB’s emerge in the coset G/H, which are
equivalent to the components of the Higgs fields. This is the idea of the model proposed by Kaplan
and Georgi. The other possibilities of the global symmetry [37] and the other models such as Little
Higgs are studied. In general, the other resonances of hadrons in the QCD appear at the energy scale
m ~ g, f where the coupling g, in the strong sector ranges from 1 to 4. One distinctive feature is
the appearance of new fermions, vector-like quarks, which will be described in Section 1.3.1.

Top quark compositeness

The strongly-interacting gauge theories such as AdS/CFT correspondence of RS extra dimension [29]
and Top partial compositeness [38] predict the SM top quark as a full or partial composite state [39—
41]. The full composite state assumes that the top quark is made of new particles, while the partial
compote state assumes that it is made of the top quark and the other new particles. The idea
can explain the largest mass of the top quark in the SM. It is known that the electroweak precise
measurements provides strong constraints on the compositeness of the left-handed top quark [42].
In this dissertation, it is assumed that only the right-handed top quark is a composite state. The
top quark compositeness can be tested by the deviation on the couplings of Zt7 and Wtb from the
SM expectation. In addition, the compositeness predicts the enhancement of the four-top-quark
production [39], which will be described later.

1.3 Signatures of the physics beyond the Standard Model

The BSM scenarios predicts new particles or deviations from the SM expectation. The new particles
are usually heavy and unstable to decay immediately and detectable from the decay products. The
scenarios reviewed in Section 1.2.1 and 1.2.2 predict new particles referred to as vector-like quark
or enhancement of four-top-quark production. These new signatures can result in the final state
including the top-antitop quark pair and additional jets. This section shows the phenomenology for
the distinctive signatures.

1.3.1 Vector-like quark

The BSM models reviewed above predict new particles, vector-like quarks (VLQ’s). They are
fermions with the spin of 1/2 under the SU(3)c gauge group and their left- and right-handed
components have the same colour and electroweak quantum numbers. The VLQ’s do not obtain
their mass from the Yukawa couplings to the Higgs doublet field but the symmetry breaking at
higher energy scale. These new quarks are known to mix with the SM particles with small mixing
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Table 1.2: Possible SU(2) multiplet of the VLQ’s. “Q” represents the electric charge. The SM multiplets are
also shown as a reference.

Q SM quarks Vector-like quarks

+5/3 X X

+2/3 u c t (T) ( T ) T T T
Sl (5) G e VT E) sy \a) (5
-4/3 ( Y ) Y

angles. From these features, the VLQ’s are allowed experimentally. For instance, the introduction
of the VLQ’s result in the modification of the cross section on the Higgs boson at the LHC. In the
gluon-fusion-production process (gg — H), the cross section is known to increase by at most 6.4%
with respect to the SM. In the di-photon decay process (H — vyy), the partial width decrease by at
most 0.4% with respect to the SM [43]. The accuracy of the measurements for these values ranges at
20-30% at the ATLAS experiment in Runl [44]. Even with an integrated luminosity of 3000 fb~!,
the accuracy is expected to be around 5-15% [45]. Thus, there is no severe constraints on the VLQ
until now. The direct searches are the best way to verify the existence of VLQ’s. However, the
contribution of VLQ’s into the Higgs boson process may be seen in the future LHC program. They
can appear in seven gauge-covariant multiplets with SU(3)c®SU(2),®U(1) quantum numbers [46].
The possible multiplets are shown in Table 1.2.

The VLQ fields 7', B, X and Y have the electric charge of +2/3, —1/3, +5/3, and —4/3, respectively.
For example, when a vector-like quark 7" is added into the SM, the mass eigenstates of the SM
particles, (u,c,t) and T can have non-zero component of the weak eigenstate of the vector-like
quark 7°. The VLQ’s can have the flavour changing neutral current since they break the Glashow-
lliopoulos-Maiami mechanism [47]. It results in the deviation of the couplings in the SM such as
the coupling of Z boson to the up quark. Considering the results on the precise measurements at
LEP, it is reasonable to assume that only third generation quarks have sizeable 7° component [43].
Therefore, this dissertation only consider the mixing to top and bottom quarks. The vector-like quark
T (B) is often called top(bottom)-partner or vector-like top (bottom) quark, referred to as VLT(VLB),
since the SM top (bottom) quark has the largest mixing with the 7' (B) quark. The mass eigenstate of
the SM top quark and T quark can be written with the mixing angle 6* as:

LR _ cos QZR . —sin HZ’Rei"’“ t%R (1.52)
Tr.R sin Qz’Re“‘bu cos 67 p TE,R ’ '

where ¢, is the CP-violation phase. The mixing angles are constrained from the experimental results
at the LEP and SLC [43] to be approximately sin 67, g < 0.15 for all the multiplets.

VLQ’s are produced with strong or electroweak interaction at LHC. In the strong interaction, gluons
originated from the protons are merged, and the VLQ and anti-VLQ are produced in pair as shown in
Fig. 1.6 (a). The production cross section depends on only the mass of the VLQ. In the electroweak
interaction, a VLQ is produced via W boson, shown in Fig. 1.6 (b). Since the interaction between
the VLQ and W boson depends on the mixing angle to the corresponding SM quark, the production
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Figure 1.6: Feynman diagrams for VLQ production via (a) strong and (b) electroweak interaction. Only the
productions of the vector-like top quark 7" are shown. Other VLQ’s such as X, Y, B are expected to be produced
in the same diagrams.
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Figure 1.7: Production cross section of the VLQ via the strong (black dashed line) and electroweak (colour
lines) interactions assuming a centre-of-mass energy of 13 TeV at the LHC. X, T, B, and Y stand for the VLQ’s,
and ¢, b, and j stand for the SM top, bottom, and light quark, respectively. The colour solid lines in the figure
show the cross section with the maximum mixing angle allowed experimentally, while the experimentally
excluded ranges are shown in dotted lines. Cited from [43].

cross section depends on the mass and mixing angle of the VLQ. Figure 1.7 shows the production
cross section assuming the centre-of-mass energy of 13 TeV at the LHC for the strong (black dashed
line) and weak interactions (colour solid and dotted lines) as a function of the mass of the VLQ. As
described above, the cross section in the strong interaction depends only on the mass, while that in the
electroweak interaction depends on the mass and mixing angle. The colour solid lines in the figure
show the cross section with the maximum mixing angle allowed experimentally. In general, with
small mixing angle, the cross section is less than that of larger mixing angle. The experimentally
excluded ranges are shown in dotted lines. Comparing the maximum cross section in the electroweak
interaction with that in the strong interaction, the pair production with the strong interaction is
expected to be dominant for the mass below around 800 GeV, while the single production with the
electroweak interaction is dominant for the higher mass range.
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Figure 1.8: Branching ratio of vector-like top quark decaying to Wb (red), Zt (blue), and Ht (green) as a
function of its mass with SU(2) singlet (solid line) and SU(2) doublet (dashed line).

The VLQ’s decay directly to the SM top or bottom quarks with W, Z, or Higgs bosons because the
precise measurements also lead to the constraints on the mass splitting of order 1 GeV for the VLQ’s
belonging to the same multiplet [43]. The X and Y quarks decay to W*t and W™ b, respectively, due
to their electric charge. The T quark can decays to W*b, Zt, and Hr, while B quark can decays to
W~™t, Zb, and Hb. The three branching ratios are not independent but have the relation:

BR(Q - W¢q') + BR(Q - Zgq) + BR(Q —> Hg) =1, (1.53)

where (Q, q,q’) = (T,t,b), (B, b, t). For the singlet case, a VLQ can decay to the three modes, while
the doublet or triplet cases have constraints on the decay modes. In the case of (7, B) doublet, the
two VLQ’s interaction depends on the relative size of the up- and down-type mixing angles: 6* and
64, If 6* ~ 69, the two VLQ have the same decay modes as the singlet. If only the mixing between
VLT and the SM top quark is large: 8 > 69, the decay modes of T — W*b, B — Hb, B — Zb
are suppressed. In this dissertation, the latter case is considered. In the case of (X, T) doublet, it is
known that the T quark does not decay to the bottom quark with W boson but decay to the top quark
with Z and Higgs bosons [48]. In the triplet cases, the branching ratio is similar to the ones in the
singlet or doublet cases. Figure 1.8 shows the branching ratio related with vector-like top quark as a
function of the mass of the VLQ assuming the singlet and doublet cases. Eventually, this dissertation
takes the singlet and doublet cases into account.

The analyses for the VLQ’s are set by the ATLAS and CMS experiments with /s = 13 TeV at the
LHC as of December 2017. In the ATLAS experiment, there are three analyses to search for the
pair production of VLT’s decaying to Wb, Zt,and Ht. The analysis for TT — Ht + X, where X
stands for any of decay modes, sets the observed (expected) limits on the VLT mass to exclude the
ranges of myrr < 1020 (960) GeV for the singlet case, myrr < 1160 (1110) GeV for the doublet
case, myrr < 1200 (1160) GeV for the case of BR(T — Ht) = 1, and myy < 1100 (1040) GeV

29



Table 1.3: Summary of the lower mass limits on the VLT.

Experiment Analysis Int. luminosity Obs. (exp.) limit [GeV]  Branching ratio  Ref.
TT — Ht + X 13.2 fb! myrr < 1200 (1160)  BR(T — Ht) =1 [
ATLAS TT — Zt+ X 36.1 fb~! myrr < 1160 (1170) BRT - ZnH=1 [
TT - Wb+ X 36.1 fb! myrr < 1350 (13100 BR(T - Wb)=1 [
CMS TT — WbWb 35.8 fb! myrr < 1295 (1275) BRI - Wh) =1 |
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Figure 1.9: LO Feynman diagram of four-top-quark production in the SM (a), the BSM scenarios of 2UED-RPP
(b) and contact interaction (c).

for the case of BR(T — Zt) = 1 with 13.2 fb~! of data [49]. The analysis for 7T — Zt + X sets
the observed (expected) limits on the VLT mass to exclude the ranges of myrr < 870 (890) GeV
for the singlet case, myrr < 1050 (1060) GeV for the doublet case, and myrr < 1160 (1170) GeV
for the case of BR(T — Zt) = 1 with 36.1 fb~! of data [50]. The analysis for 7T — Wb + X sets
the observed (expected) limits on the VLT mass to exclude the ranges of myrt < 1170 (1080) GeV
for the singlet case and myyt < 1350 (1310) GeV for the case of BR(T — Wb) = 1 with 36.1 fb™!
of data [51]. In the CMS experiment, the analyses are split based on the final state signature. The
analysis to search for the signature of 7T — WbWb sets the observed (expected) exclusion limits on
the VLT mass to exclude the range of mvyyrr < 1295 (1275) GeV for the case of BR(T — Wb) =1
with 35.8 fb~! of data [52]. A search for the pair production of the X quark with the same-sign
dileptons sets the limits on the mass to exclude the range mx,,, < 1160 (1200) GeV for right handed
X quark and mx;,, < 1100 (1150) GeV for left handed X quark with 35.9 fb~! [53]. The lower VLT
mass limits described above are summarised in Table 1.3.

1.3.2 Four-top-quark production

The production cross section of four-top-quark events in the SM shown in Fig. 1.9 (a) is estimated
to be o;77 = 9 fb at /s = 13 TeV [54, 55]. This small cross section is useful to see any deviations
originated from BSM models since the BSM models enhance the cross section. Figure 1.9 shows
the leading order Feynman diagrams of four-top-quark production in the SM and the different BSM
scenarios considered in this dissertation.
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In the SM, the four-top-quark production has not been discovered yet due to its small cross section as
described. The upper limits on the production cross section has been set in both the ATLAS and CMS
experiments. In the ATLAS experiment, the observed (expected) limits are set to be 130 (110) fb
with 13.2 fb~! of data at Vs = 13 TeV [49]. In the CMS experiment, the observed (expected) limits
are set to be 41.7 ( 20.81“%'19‘2 ) fb with 35.9 fb~! of data at \s = 13 TeV [56].

In 2UED-RPP, the KK modes are represented with a tier shown in Eq. (1.51). As described in
Section 1.2.1, the tier (1,0) and (0,1) produce the final state involving the missing energy and soft
particles, which is difficult to be detected. The particles in tier (1,1) can be produced at the LHC and
decay to the SM particles. As shown in Fig. 1.9 (b), the KK particles from the tier are produced in
pair because of the symmetries of the model and decay into the lightest particle in this tier, the heavy
photon AU-D | with emitting SM particles. During the chain decay of KK particles, the out-going SM
particles have very low momentum and are not detected since the KK particles are degenerate in mass.
Then, the heavy photon A1 is expected to decay to t7 dominantly [26]. In the ATLAS experiment,
the previous analysis provided the strongest exclusion limits. The observed (expected) limits are set
to be in the range of mgx > 1.6 (1.5) TeV with 13.2 fb ~! of data with the centre-of-mass energy
of 13 TeV [49]. The CMS experiment did not provide a corresponding result yet as of December
2017.

Other BSM models can contribute to the t7 — ¢f scatter with exchanging new heavy vector particles
within a very short distance. Since the interaction can occur with exchanging virtual bosons even at
the LHC energy, the interaction is referred as contact interaction. It is possible to parameterise the
new physics by using the effective field theory (EFT) approach similarly as the description of beta
decay by Fermi using four-point interaction. This approach is used to describe the physics process for
the composite top quark scenarios and RS models [57]. The Lagrangian for a four-point interaction
is assumed as:

Car _ _
Ly = ﬁ(rmﬂ@)(rmym), (1.54)

where tg is the right-handed top quark, A is the new physics energy scale and Cy;, is the effective
coupling constant. Here, only the interaction with right-handed top quarks is considered because the
interaction with left-handed top quarks is constrained by the electroweak precise measurements [42].
In the previous analysis, the observed (expected) exclusion limits on the cross section is 51 (54) fb,
corresponding to the limit on the free parameter of the model of |Car| /A% < 2.9(3.0) TeV~2 [49].
Since top quarks have higher momentum in this scenario than the ones in the SM, the feature in the
EFT leads to the difference of the limits between the EFT and SM. The CMS experiment did not
provide a corresponding result yet as of December 2017.
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2 The ATLAS Experiment at the Large Hadron
Collider

The experimental equipments used for this dissertation are described in this section. In order to
search for new phenomena described in the previous section, the high energy collider experiments
are necessary. Such experiments consist of the collider and the detector. Section 2.1 describes
the overview of the collider and its condition during data-taking period used for this dissertation.
Section 2.2 shows the detector used in this dissertation. Section 2.3 describes results of the monitoring
system for the Pixel detector developed in this dissertation.

2.1 Large Hadron Collider

The Large Hadron Collider (LHC) [58] is a circular hadron collider with 27 km in circumference
located at European Organization for Nuclear Research (CERN) in Geneva, Switzerland. The
accelerators are situated in the tunnel around 100 meters underground. It is designed to provide
proton bunches containing 10'! protons with a beam energy of 7 TeV, which is the highest energy in
the world, for precise measurements of the SM and search for new phenomena of BSM. As well as
protons, heavy ions such as lead are possible to be accelerated to 2.76 TeV per nucleon for studies
of the strong interaction in the high energy density. The LHC has four collision points where the
experiments including the ATLAS experiment described later are carried out. This section describe
how the LHC achieves the high energy with high instantaneous luminosity and the conditions in 2015
and 2016.

2.1.1 Accelerators

The energy of the particles is increased by several accelerating steps. Protons generated from
hydrogen gas by applying electric field to detach the electrons from the hydrogen atom are guided
into the Linear Accelerator 2 (LINAC?2) and accelerated up to 50 MeV. The protons are injected
into Proton Synchrotron Booster (PSB) where the protons are accelerated to 1.4 GeV and formed
into bunches. The protons are accelerated up to 25 GeV in Proton Synchrotron (PS) which has a
circumference of 628 m and contains 277 electromagnets. The PS can accelerate heavy ions which
are injected from the accelerating chain of Linear Accelerator 3 (LINAC3) and Low Energy Ion Ring
(LEIR). The PS provides the protons to further accelerating step of Super Proton Synchrotron (SPS)
as well as other beam lines of Antiproton Decelerator (AD) and the neutron time-of-flight facility
(n_TOF). The SPS has a circumference of around 7 km and contains 1317 electromagnets, and then
accelerates protons to 450 GeV. From 1981 to 1991, it had operated as a proton-antiproton collider
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Figure 2.1: Scheme of the accelerating chain at CERN [63]. Protons are accelerated by a set of accelerators
in following order: Linear Accelerator 2 (LINAC2), Proton Synchrotron Booster (PSB), Proton Synchrotron
(PS), Super Proton Synchrotron (SPS), and LHC. Each accelerating step also provides particles to other various
experiments. Heavy ions such as lead are also accelerated along Linear Accelerator 3 (LINAC3), Low Energy
Ion Ring (LEIR), and then injected into PS.

where UA1 and UA2 experiments discovered W and Z bosons in 1983 [59—62]. Now it is used as
the injector for the LHC, the fixed-target experiments, and the test beam facility. The LHC contains
a series of superconducting magnets with 27 km long which are operated at a temperature below
2 K cooled by superfluid helium. The tunnel for the LHC was originally constructed for the Large
Electron-Positron Collider (LEP) in which the LEP experiments precisely measured the electroweak
interaction. The LHC is designed to obtain the beam energy of 7 TeV. The accelerators contain two
beam lines in which the proton bunches go in opposite direction. They cross each other with a certain
crossing angle at the four interaction points. These accelerating chains are shown in Fig. 2.1

2.1.2 The Design of the Large Hadron Collider

To increase the beam energy from 450 GeV to 7 TeV, protons are accelerated by a superconducting
cavity system. Eight Radio-Frequency (RF) superconducting cavities accelerate the protons with the
electric field oscillating with around 400 MHz. The field strength corresponds to 5.5 MV/m and then
the energy gain is around 0.5 MeV per turn. A total of 1232 dipole superconducting magnets which
are made of niobium-titanium (NbTi) and operated at 1.9 K apply 8.33 T at the maximum to bend the
protons. A total of 858 quadrupole magnets are used for focusing the beams along the beam line.

The number of events per second generated by a certain physics process, Nevent, is described by:

Nevent = T process * L, (2.1)
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Figure 2.2: Peak instantaneous luminosity delivered to the interaction point at the ATLAS detector in pp
collisions during (a) 2015 and (b) 2016 [64]. The beam energy is 6.5 TeV each, and then the center-of-mass
energy is 13 TeV. Each point represents one LHC fill. The stable beam represents ready for physics. The design
value of the instantaneous luminosity is 1 x 103 cm™2 s~

where 0 process s the cross section of the physics process and £ is the instantaneous luminosity. The
cross section is determined by physics and the energy transfer, while the instantaneous luminosity
depends on the beam parameters:

_ sznlﬁ’rfrev

F, 2.2
4me, B* (2.2)

where Ny, is the number of particles in a bunch: 1.15 x 10!, n;, is the number of bunches per beam:
2808, v, is the proton beam energy in unit of its rest mass, fey is the revolution frequency: 11.2 kHz,
€, is the normalised transverse beam emittance: 3.75 um, B* is the beta function at the collision
point: 0.55 m, and F is the geometric luminosity reduction factor due to the crossing angle: 0.85.
The parameters have been determined by the mechanical constraints or optimised to maximise the
instantaneous luminosity for each interaction point. With the nominal set of the parameters, the
instantaneous luminosity of 1 x 103 cm=2 s™! is obtained. The detail of the beam parameters and
equipment are described in in Ref. [58].

Figure 2.2 shows the peak instantaneous luminosity delivered to the interaction point at the ATLAS
detector which will be described later in pp collisions during (a) 2015 and (b) 2016. In 2015, the
peak luminosity did not reach to the design value due to some of the electric board having radiation
damages and worse vacuum condition. During the shutdown between 2015 and 2016, the electric
boards were replaced and studies to improve the beam condition were carried out. In 2016, the LHC
machine parameter was improved: the transverse emittance €, changed from 3.5 yum in 2015 to
2.0 um in 2016 and the beta function 8* changed from 0.8 m in 2015 to 0.4 m in 2016. But the SPS
had degradation in its dump vacuum, leading to constraints on the number of bunches per beam up to
2220. Including all the changes, the instantaneous luminosity reached the design value and increased
up to 1.38 x 10°* cm™2 s™! at the end of 2016.
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Figure 2.3: Mean number of interactions per crossing for the 2015 and 2016 pp collision data at 13 TeV [64].

Table 2.1: Summary of the physics runs showing the periods, the center-of-mass system energies (/s), and the
integrated luminosities( f Ldt) delivered by the LHC. The long shutdown between the end of 2012 and the
beginning of 2015 is called “Long Shutdown 1 (LS1)”.

Physics Run  Year +/s [TeV] f Ldt [fb71]

2010 7 0.048

Runl 2011 7 5.46
2012 8 22.8
2015 13 42

Run2 2016 13 38.5

Due to the high instantaneous luminosity, several protons can interact each other at one bunch
crossing, referred to as “pile-up”. The mean number of interaction per bunch crossing is shown in
Fig. 2.3. The average pile-up values in 2015, 2016 and their combination are 13.7, 24.9, and 23.7,
respectively

Table 2.1 shows the summary of the integrated luminosities during physics runs. The LHC started
to provide the collisions for physics in 2010 as Runl. In 2012, the beam energy increased from
3.5 TeV to 4 TeV. Runl finished at the end of 2012. The long shutdown between the end of 2012
and the beginning of 2015 is called “Long Shutdown 1 (LS1)”. During the LS1, a few defects on the
accelerator system were fixed. In 2015, the LHC started to provide the beams for physics as Run2
with increased the beam energy to 6.5 TeV. Run2 is planned to finish at the end of 2018.

2.2 ATLAS detector

A Toroidal LHC ApparatuS (ATLAS) experiment has been carried out for multiple purposes of
measuring or searching for various physics phenomena in pp or heavy-ion collisions at LHC. In pp
collisions, LHC provides rich phenomena to precisely measure the SM and search for new physics.
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The search for the SM Higgs boson was one of the most important purposes and used as a benchmark
to determine the specification and performances of each subdetector. In 2012 during Runl, a new
scalar particle having a consistent property as the SM Higgs boson was successfully discovered by
both the ATLAS and CMS experiments. From Run2, the measurements of the SM Higgs boson
have been performed to probe the SM Higgs potential and measure the couplings more precisely.
The couplings to the SM quarks are important to measure the properties of SM Higgs boson in the
processes of ttH, WH, and ZH with H — bb. In addition, pp collisions at LHC produce a lot of SM
particles such as vector bosons, B mesons, and top quarks which have potential to study electroweak
sector, CP-violation, and top quark property. As well as precise measurements of the SM, the search
for new Higgs bosons beyond the SM are also important to be performed by any processes including
7-leptons or bottom quarks. In the supersymmetry models, it is known to produce a dark matter
candidate. The particles such as neutrino in the SM and the dark matter candidate does not interact
with the detector material, and then results in missing signature in the transverse plane. Thus it
is also important to measure the visible particles as well as invisible particles from the momentum
imbalance in the transverse plane.

The ATLAS detector shown in Fig. 2.4 is a cylindric detector with 25 meters in height, 44 meters
in length, and 7000 tons in weight. In the order of the innermost part from the interaction point,
it consists of the three subdetectors: the Inner Detector (ID), the electromagnetic and hadronic
calorimeter (Cal), and the muon spectrometer (MS). The ID surrounded by the solenoid magnet is
designed to reconstruct the trajectories of charged particles from the interaction point and measures
the momenta by the curvature of a trajectory. The electromagnetic and hadronic calorimeters measure
the energies of electrons or photons and hadrons, respectively, by measuring the showers formed by
numerous interactions between the particles and their absorber materials. The MS embedded in
the toroidal magnet measures trajectories and momentum of muons which penetrate the calorimeter
volume. Each subdetector is designed to satisfy the requirements from the physics purposes described
above. This section describes the overview of each detector component, the trigger system, and the
data quality.

2.2.1 Coordinate system

The ATLAS experiment uses the right-handed coordinate system in which the x-axis points to the
centre of LHC ring, y-axis points to the sky, and z-axis is along the beam line. In order to point
the directions of out-going particles, the spherical coordinate system is used, in which the azimuthal
angle ¢ is measured in the x-y plane and ranges from —x to +m, the polar angle 8 is measured
with respect to z-axis in R-z plane, where R is the radius R = 4/x2 + y2, and ranges from 0 to +7.
The origin is set to the centre of the detector where the collisions occur. The energy or momentum
projected on the transverse plane (x-y plane) are often used since the energy and momentum should
be conserved on the plane. The transverse energy (momentum) are denoted by:

Er = Esin6 (2.3)
pr = Alpi+py=Iplsing (2.4)
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Figure 2.4: Overview of the ATLAS detector which is 25 m in height, 44 m in length, and 7000 tons in
weight [65]. From the inner most, it consists of the Inner Detector (ID), electromagnetic and hadronic
calorimeter, and muon spectrometer embedded in the toroid magnet. The solenoid magnet is located between
the ID and electromagnetic calorimeter, producing the 2 T uniform magnetic field along the beam line.

The pseudo-rapidity n is often used instead of the polar angle 6 in the high energy particle physics,
defined by:

n = —Intan(6/2) (2.5)

To express the distance between particles, the angular distance AR is often used, defined by:

AR = JAR? + Ad?, 2.6)

where Ap = n; —n; and A¢ = ¢; — ¢; for the particles i and ;.

2.2.2 Magnet system

The magnet system provides the magnetic field which is necessary to measure the momentum of
charged particles from the curvature of the trajectories. It consists of two components: the solenoid
magnet [66] located between the ID and EM calorimeter and toroid magnets outside the hadron
calorimeter, as shown in Fig. 2.5. These designs of the magnets has mainly three merits. The first
merit is to be able to extend the pseudo rapidity coverage up to || < 3. The second merit is to
keep the performance of the calorimeters without magnetic fields. The last one is to reduce the effect
of multiple scattering in the magnet volume on the momentum resolution of muons thanks to the
air-core design.
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Figure 2.5: Overview of the ATLAS magnet system which is composed of the solenoid, the eight barrel toroid
coils, and the eight end-cap toroid coils [65]. The solenoid is located inside the calorimeter. The barrel section
of the hadron calorimeter is also shown in four layers and an outside return yoke.

The solenoid magnet provides a magnetic field of 2 T to the ID in parallel to the beam axis which
bends charged particles in the transverse plane. Itis 2.5 minradius, 5.8 min length. Itis 4.5 cm thick,
corresponding to around 0.66 radiation lengthss. It is designed to reduce the amount of materials as
much as possible in front of the calorimeters. It is made of superconductor material (NbTi/Cu) and
aluminium stabiliser with the cryostat shared with the EM calorimeter. The flux is returned via the
steel of the hadron calorimeter.

The toroid magnets are designed to provide a magnetic fields in ¢ direction for bending muons for the
measurement in the muon spectrometer. They are composed of the barrel section and end-cap section
for each side. Both sections use similar materials for the conductor to the solenoid and have eight
coils aligned in radial direction. The barrel section is 9.4 m and 20.1 m in inner and outer diameter
and 25.3 m in length, while the end-carp section is 1.65 m and 10.7 m in inner and outer diameter
and 5 m long. The end-cap section is established with an angle of 22.5° against the barrel section
in order to obtain the uniform magnetic fields. For the barrel section, each coil has independent
cryostat surrounded by the vacuum vessels, while for the end-cap section, the cryostat is shared with
the forward calorimeter. The barrel and end-cap sections provide the magnetic fields of 0.5 T and
1 T, respectively.

2.2.3 The Inner Detector

The ID consists of three subdetectors in the order from inside, Pixel detectors, SemiConductor Tracker
(SCT), and Transition Radiation Tracker (TRT). The overview of the ID in R-z plane is illustrated in
Fig. 2.6. It also shows the Insertable B-Layer (IBL) [67] which was newly installed at the innermost
layer during the long shutdown before Run2. The IBL employs a similar technology for the sensor
and read-out system to the Pixel detectors, and then often categorised as a part of the Pixel detectors.
To efficiently surround the interaction point with the detectors, the detectors consist of the barrel part
and end-cap part. The Pixel detectors have 4 layers in the barrel including IBL and 3 disks for each
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Figure 2.6: Overview of the ID in R-z plane (z > 0) [68]. The ID consists of IBL, Pixel, SCT and TRT in the
oder of inner part from the interaction point. The IBL, the silicon pixel detector, was installed at a radius (R) of
33 mm before Run2. The Pixel detectors, the silicon pixel detector, have three layers ranged from R = 50.5 mm
to R = 122.5 mm and three disks in each end-cap part. The SCT, the silicon micro-strip detector, has four
layers ranged from R = 299.0 mm to R = 514.0 mm and nine disks in each end-cap part. The TRT, the gas
drift tube detector, covers the radial range from R = 563.0 mm to R = 1066.0 mm and has 20 disks in each
end-cap part.

end-cap side. The SCT has 4 layers in the barrel and 9 disks for each end-cap side. The TRT has 73
axial straw tubes in the barrel on which a charged particle is expected to deposit its energy at around
36 tubes on average. Each subdetector detects the electric signals induced by the charged particles
penetrating the sensors, and then provides the hit information. All the combined hit information
from the three subdetectors are used for reconstruction of the trajectories (track). The reconstruction
algorithm and its performance are described in Section 3.1. This section describes each detector in
the following.

Pixel detector

The Pixel detectors are located at the innermost part from the interaction point where the particle
density is maximum in the ATLAS detector. In order to individually distinguish the particles, the
Pixel detectors employ the silicon semiconductor material finely segmented like a rectangle (pixel).
The barrel part is composed of four layers: IBL at R = 33.5 mm, B-Layer at R = 50.5 mm, Layer-1 at
R = 88.5 mm, and Layer-2 at R = 122.5 mm, where R represents the radii from the origin. The IBL
and the other three layers contain 224, 286, 494, 676 detector modules, respectively. Each end-cap
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Figure 2.7: Scheme of the Pixel module used for others than IBL [65]. One module contains Module Controller
Chip (MCC) on top of the flex which controls all the 16 front-end chips (FE-I3). The chips are bonded to the
pixel sensor by bump bonds.

has three disks with a radius of 34 cm located at the positions along z-axis of |z| =49.5, 58.0, 65.0 cm
from the origin. Each disk contains 48 detector modules. One IBL module has one or two read-out
(front-end) chips, referred to as FE-14 [69-71] bonded to the pixel sensor whose pixel size is 50 um
wide in ¢ by 250 pm long along z-axis. One FE-I4 chip contains 26880 pixel segments with 336
rows in ¢ direction and 80 columns along z-axis. One pixel segment in the chip contains electric
circuits to process the electric signals from the corresponding sensor pixel. The other Pixel module
has 16 read-out chips which is different from FE-I4 but referred to as FE-I3 [72], bonded to the pixel
sensor whose pixel size is 50 um wide in ¢ by 400 um long along z-axis. One FE-I3 chip contains
4096 pixel segments with 256 rows in ¢ direction and 16 columns along z-axis. The total number
of pixels (read-out channel) is around 92 million. The spatial resolutions are around 10 ym in ¢
direction for both IBL and the other Pixel detectors and 60 um and 96 um along z-axis for IBL and
the other Pixel detectors, respectively.

Each electrode in one pixel sensor detects the electrons generated by an incident charged particle
inside the depletion zone in the silicon bulk, which are transferred into the read-out chip via bump
bonding. The read-out chip stores the information of the pixel position, the value of Time-over-
Threshold (ToT) corresponding to the collected charge. In case of IBL, the FE-14 sends the data with
additional information like the error flags into the central data acquisition system. In case of the other
Pixel detectors, the read-out chips are controlled by Module Controller Chip (MCC) which sends the
data including the chip identification number and similar hit information. The scheme of the module
is shown in Fig. 2.7.

The silicon detectors are often operated with low temperature to reduce the thermal noise and mitigate
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the effect of radiation damages. Concerning the operating temperature on each layer and disk, the
IBL were operated with —10°C in 2015, +15°C from May to June in 2016, and +5 °C after June in
2016, while the other Pixel detectors were operated with —2°C in 2015 and —10°C in 2016 for the
barrel layers, —7°C in 2015 and —13°C in 2016 for the end-cap disks. The operating temperature at
IBL were set depending on the integrated luminosity to deal with the effect on the total ionisation
doze.

The monitoring software for the Pixel detectors is developed in this dissertation. The performance
and studies of the Pixel detectors from monitoring the data acquisition in 2015 and 2016 are described
in Section 2.3.

Semiconductor Tracker

The SCT consists of the silicon micro-strip detector to provide the space points of hit position and
covers larger area of 61.1 m? than the Pixel detectors. It is designed to provide four measurements for
one charged particle in order to obtain precise measurements of momentum, impact parameters, and
vertex positions. The SCT barrel uses four layers located at the radii of 299, 371, 443, and 514 mm.
Each layer has 384, 480, 576, and 672 detector modules in the order from the inner part. One detector
module consists of four detector components. One component is 6.36 x 6.40 cm? with 768 readout
strips (electrodes) with 80 um pitch. On each side of the module, the two detector components
are wire-bonded to form 12.8 cm long strips. A pair of the bonded components are glued together
back-to-back with a 40 mrad angle in order to provide the two-dimensional hit positions. The end-cap
has 9 disks for each side located at the z positions of 853.8, 934.0, 1091.5, 1299.9, 1399.7, 1771.4,
2115.2, 2505.0, and 2720.2 mm, respectively. The end-cap module is constructed in the same way
as the barrel module, but employs tapered strips. The SCT has 6.2 million readout channels in total.
The spatial resolution is 16 yum in ¢ direction and 580 um along z-axis.

Transition Radiation Tracker

The TRT consists of the straw detector fulfilled with gas. The TRT barrel section consists of 73
layers of the straws established in parallel to the beam axis. It has 52,544 straws in total and covers
the larger area ranging from 560 mm to 1080 mm in radii and |z| < 712 mm along the z-axis. The
end-cap section has 20 wheels in each side containing 8 layers of straws per wheel set perpendicular
to the beam axis and covers the area ranging from 644 mm to 1004 mm in radii and from 827 mm
to 2744 mm along z-axis. Each end-cap layer has 768 straws in R-¢ plane. Each end cap section
has 122,880 straws in total. One straw is 4 mm in diameter and made of carbon-fibre-reinforced
kapton straw applied -1530 V and gold-plated tungsten ground wire at the centre. It is filled with
a gas mixture of 70% of Xe, 27% of CO,, and 3% of O,. During Run2, the straws which had gas
leaks in Runl are filled with the argon-based mixture gas of 70% Ar, 27% CO;, and 3% O,. The
xenon gas is used to absorb the transition radiation X-ray generated in the radiator material made
from polypropylene or polyethylene to identify electrons. On the other hand, the argon gas has lower
efficiency to absorb the transition radiation X-ray but has similar performances of tracking as the
xenon gas. The radiator material is filled in the gap between the straws. The configuration of the gas
is shown in Fig. 2.8. The acceptance of TRT is ranging |n| < 2.0.
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Figure 2.8: Gas configuration in TRT during (a) 2015 and (b) 2016 [73]. The xenon-based and argon-based
gas are shown in green and blue, respectively.

When a charged particle penetrates a straw, it deposits about 2.5 keV of energy in the gas, and
then creates the electron-ion pairs. The electrons drifts to the central wire, creates cascades in
strong electric field close to the wire and then produces the electric signals. The electric signals are
amplified, shaped, and discriminated with respect to two thresholds: low level and high level. The
low level threshold is used to measure the drift time between the incidence of a charged particle and
detection of the electric signal and determine the position of an incident charged particle inside the
straw. The position accuracy is estimated as around 120 pm for both data and simulation in Run?2.
The high level threshold is used to identify the large energy deposit from the transition radiation X-ray
which has typically 6-15 keV. This threshold is used to discriminate electrons from charged pions.

2.2.4 The Calorimeters

To achieve the physics goals described above, it is necessary to accurately measure the energies of all
the particles as well as the missing energy. The calorimeters are in charge of measuring the energies
and identifying the particles. They consist of two sampling calorimeters: the electromagnetic (EM)
calorimeter and hadron calorimeter. The EM calorimeter is designed to measure the energies of
electrons and photons by using lead absorber and liquid argon scintillator (LAr). It covers the pseudo
rapidity range of || < 3.2 and has high granularity to measure the shower development inside the
calorimeter and identify the particle. The hadron calorimeter is designed to measure the energies of
hadrons. The barrel sections for the pesudo rapidity range of || < 1.7 use the steel tile absorber and
plastic scintillator. The endcap section for the range of 1.5 < |7| < 3.2 use the copper plate absorber
and liquid argon scintillator. The forward calorimeter covers the range of 3.1 < || < 4.9 and is
made of the copper and tungsten absorber and liquid argon scintillator. With the large coverage of n,
the calorimeter is able to accurately measure the jet energy and missing energy.
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Figure 2.9: Cut-view of the calorimeter system which consist of the EM and hadron calorimeters [65]. The
EM calorimeter uses liquid argon scintillator (LAr) and lead absorber and has two sections of the barrel and
end-caps. The hadron calorimeter uses the combination of tile-shape plastic scintillator and steel absorber for
the pseudo rapidity range of |;7| < 1.7 and the combination of liquid argon and copper or tungsten absorber
for the other range. It has four sections of the Tile barrel and extended barrel, LAr end-cap, and Forward
calorimeter (FCal).

Electromagnetic calorimeter

The electromagnetic calorimeter is designed to measure the energy of electrons and photons precisely
with liquid argon scintillator and lead absorber for the range of || < 3.2. The barrel part for the
range of |n| < 1.475 and end-cap part for the range of 1.375 < || < 3.2 employ the accordion-shape
design of the absorber and the read-out electric circuits shown in Fig. 2.10 to achieve azimuthal
uniformity and no instrumental gap. The modules for the range of || < 2.5 have three layers in
radial direction while the ones for the other pseudo rapidity range have two layers. The inner strip
layer has 0.0031 x 0.098 granularity in 1 X ¢ plane to improve the particle identification. It has a
thickness of 4.3 radiation lengthss. The middle layer has a 0.025 x 0.0245 granularity in X ¢ plane
and a thickness of 16 radiation lengthss to measure most of the energy deposited in the calorimeter.
The third layer has 0.05 x 0.0245 granularity in 7 X ¢ plane and a thickness of 2 radiation lengthss
to correct the energy beyond the calorimeter. For the central region in the range of || < 1.8, the
additional layer so-called presampler is equipped directly in the inner side of the EM calorimeters.
It consists of a single layer of the liquid argon scintillator without lead absorber to measure the
energy before the calorimeter. In total, the EM calorimeter has a thickness of more than 22 radiation
lengthss.

The relative energy resolution is expressed as:

C, 2.7)

a
=—+ =+
VE E

where a is the sampling term, b is the noise term, and c is the constant term. The sampling term
contributes the resolution for lower energy. Its design value is a ~ 9% X VGeV. The noise term
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Figure 2.10: Accordion-shape EM calorimeter with three layers used for the pseudo rapidity range of 5| <
2.5 [65]. For the central region of || < 1.8, the presampler (PS) is equipped directly in the inner side of the
EM calorimeters.

is around 350 X coshn MeV for a cluster of 3 x 7 cells in 7 X ¢ space in the barrel section. The
constant term dominates for high energy. Its design value is 0.7%. In the pseudo rapidity range of
1.375 < |n| < 1.475 where the barrel part is overlapped with the end-cap part, the energy resolution
is worse than the other region.

Hadron calorimeter

The barrel section using the steel tile absorber so-called Tile Calorimeter is composed of the long
barrel for the pseudo rapidity range of || < 0.8 and extended barrel for the range of 0.8 < || < 1.7.
The section has a length of 2.6 m along z-axis, an inner radius of 2.28 m, and an outer radius of
4.25 m. The hadrons come from the pp collisions generate the shower with nuclear interactions
inside the calorimeter. The charged particles deposit the energy, and then generate the scintillation
light. The lights are transferred into the photomultiplier tubes (PMT) located in the outer side of
the module by the wavelength shifting fibres. All the fibres in one read-out cell are grouped into
individual PMTs. The cells have a granularity of 0.1 X 0.1 in 1 X ¢ space and are segmented as
pointing the detector’s centre according to the pseudo rapidity shown in Fig. 2.11. The barrel section
is segmented in three layers in radial direction whose thicknesses are 1.5, 4.1, and 1.8 interaction
lengths at the pseudo rapidity of n = 0. The end-cap section using the copper plate absorber and
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Figure 2.11: Segmentation of the long barrel (left) and extended barrel (right) in the Tile calorimeter in R-z
plane [65]. The bottom side corresponds to the inner radius and the left side corresponds to the detector centre.

liquid argon consists of two wheels in each end-cap side. The wheels are located just after the EM
calorimeters and overlapped with the Tile and forward calorimeters to reduce the effect on the energy
measurement of the transition between the sections. The inner and outer wheel consist of 32 modules
for each which are made of the copper plate with 25 mm and 50 mm thickness, respectively. The
gaps of 8.5 mm between the plates are filled with liquid argon.

The forward calorimeter covers high pseudo rapidity range of 3.1 < || < 4.9 and consists of three
layers. The innermost layer is composed of the copper absorber and liquid argon and designed
to precisely measure the energies of electrons and photons, while the other layer is composed of
tungsten absorber and liquid argon and designed to measure the energies of hadrons. The total
thickness is 10 interaction lengths. The combined energy resolution of the EM and Tile Calorimeters
is evaluated by pion beams [74]. According to the parametrisation of Eq. (2.7), the sampling term is
(52.0 £ 1.0)% x VGeV, the noise term is 1.6 GeV +0.1%, and the constant term is (3.0 £0.1)%.

2.2.5 Muon spectrometer

The MS is designed to reconstruct the trajectories of muons and measure the momentum of muons
from the curvatures of the trajectories in the magnetic field provided by the toroid magnets. It consists
of four subdetectors for the different purposes: Monitored Drift Tube chambers (MDT’s), Cathode
Strip Chambers (CSC'’s), Resistive Plate Chambers (RPC’s), and Thin Gap Chambers (TGC’s). The
cross section of the MS in R-z plane is shown in Fig. 2.12. The MDT provide the precise measurement
on the momentum for the pseudo-rapidity range of || < 2.7. It has three layers: the inner, middle,
and outer. Each layer has two chambers which contain drift tubes with 30 mm diameter and 1-6 m
long filed with a gas mixture: 93% Ar and 7% CO,, which detect the charged particle in similar way
as the TRT. The position resolution of MDT is 80 pm per drift tube and 35 um per chamber. The
CSC is used for the innermost layer in the high pseudo-rapidity range of 2.0 < |n| < 2.7 to deal with
high rate measurements. It is a multi-wire proportional chamber whose spatial resolution is 60 ym
in the bending plane.
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Figure 2.12: Cross section of the MS in R-z plane (bending plane) [65]. The MDT’s are shown in green for the
barrel (B) and blue for the end-cap (E). The second and third letters represent the layer name of the inner (I),
middle (M), or outer (O) and their belonging sector of large (L) or small (S). The sequential number represents
the sector number of a chamber. The “EEL” represents the End-cap Extra Large chamber located about 3-3.6
m away from the inner wheel. The CSC’s (yellow) are located at the innermost layer for the pseudo-rapidity
range of 2.0 < || < 2.7. The RPC’s (white box) are put on the sides of the middle and outer barrel layers of
MDT. The TGC’s (purple) are located in the end-cap section.

One more purpose of the MS is to provide triggers based on muon measurements. The trigger
chambers are required to provide an electric signal within tens of nano-seconds just after a penetrating
charged particle. The RPC covers the pseudo-rapidity range of || < 1.05 and TGC covers the range
of 1.05 < |n| < 2.4. The RPC has three layers and each module is a gaseous detector with electrode
plates. It has a timing resolution of 1.5 ns. The TGC’s are multi-wire proportional chambers and
have four layers. It has a timing resolution of 4 ns.

2.2.6 Trigger system

While the proton bunches cross with 40 MHz, the event recording is limited up to 200 Hz due to the
technical and resource constraints. It is necessary to reduce the amount of data without removing
the events of interesting physics processes. The ATLAS trigger system is an online event selection
system by using typical signatures in the interesting physics processes such as leptons, jets, or missing
energy. The trigger system has two levels of selections: Level-1 (L1) and the High Level Trigger
(HLT).

The L1 is implemented on the hardware to search for the events with high-pt muons, large EM energy
deposit, jets including hadronically decaying 7-lepton, or missing energy. It uses the electric signals
from the RPC, TGC, the EM and hadron calorimeters with coarser granularity. The maximum L1

47



rate is 100 kHz. The L1 also provides the Regions-of-Interest (Rol’s) where the trigger objects are
located in a given event.

The HLT uses only the events passing the L1 trigger to reduce the amount of data to 1 kHz. It
is implemented on the softwares to access the detector information within the Rol’s to check if
the variables such as the calorimeter cluster shape, the track-to-cluster matching, the energy and
momentum, and isolations satisfy the criteria. Events are selected using the variables reconstructed
with the fast reconstruction algorithm.

The events passing all the trigger criteria are stored in several groups determined by the fired
trigger, so-called “data stream”. The data used for physics analysis is stored in “PhysicsMain” stream
containing all the events with relevant trigger sets. The data used for monitoring is stored in “express”
stream which is picking up some of the events firing the triggers used for physics analysis in order to
reconstruct the events quickly.

2.2.7 Luminosity detector

Measurement of the luminosity delivered to the ATLAS detector is performed with three detectors
located far from the interaction point. The first detector is the LUminosity measurement using
Cerenkov Integrating Detector (LUCID) located at +17 m away from the interaction point along the
beam line and around 10 cm in radial distance from the beam line, corresponding to the pseudo-
rapidity of || ~ 5.8. It is the online monitor for the instantaneous luminosity and provider of the
integrated luminosity. The detector consists of the twenty aluminium tubes filled with C4F;( gas
generating Cerenkov light. It detects the inelastic pp scattering, counts the number of particles, and
then calculate the luminosity. The second detector is the Absolute Luminosity For ATLAS (ALFA)
located at +240 m away from the interaction point. It is intended to detect the elastic scattering at
small angles to determine the luminosity. The detector is made of the scintillating fibres and designed
to set 1 mili-meter close to the beam. The third detector is the Zero-Degree Calorimeter (ZDC)
which is designed to determine the centrality of heavy-ion collisions. It is located at =140 m away
from the interaction point and measure the neutral particles with tungsten absorber and quartz rods
for Cerenkov light generated by the shower.

The luminosity determination is calibrated by the van der Meer (vdM) method. The luminosity L
when two proton bunches collide can be written by:

frniny
271'2,52),’

(2.8)

where f, is the bunch revolution frequency, n;(2) is the number of protons in the bench 1(2), and
2 (y) is convolved beam size along x (y)-axis defined by:

1 [ Re(6)ds
V2r  Re(0)

where R, (06) is the luminosity in arbitrary units measured when the two beams are separated by the
distance 6. The three parameters in the numerator in Eq. (2.8) are fixed beam parameters. Thus, the

P (2.9)
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luminosity can be determined when X, and X, are measured. In order to measure them, the vdM scan
is performed. In the scan, the two bunches are displaced against each other along x or y-axis, and
then the interaction rate is measured with the luminosity detectors. This measurement is performed
several times. Then the beam profiles along x- and y-axes are obtained. After the calibration, the
luminosity per bunch can be determined by:

Hyvis frnan

Ly,
MAX ’
i 2rX, Xy,

(2.10)

where pis is the visible interaction rate per bunch crossing and s is the same variable as pyis except
the value measured at the peak of the scan curve.

2.2.8 Operation and Data quality

Once the proton bunches are filled in the LHC ring from the SPS, the proton beams ramp up their
energy. After squeezing the bunches to reduce the transverse emittance and longitudinal length, the
beams are ready for data-taking (“stable beams”). When the stable beam is flagged, the ATLAS
detector gets ready. Especially to avoid the possibility that the unstable beam conditions such as
the beam hits the beam pipe and generates many particles going with very shallow angle affect the
detector condition in the ID, the ID start getting ready from the outer side (“warm start”). Eventually,
when the innermost layer of IBL is turned on, the data-taking starts.

During data-taking, the detector condition is monitored online by using reduced data to reconstruct
quickly. The online monitor is used to find out the detector’s defects and deal with them to reduce
the amount of unrecoverable data. The further offline checks (“offline monitoring”) are performed to
use the reconstructed data of the express stream described in Section 2.2.6. The offline monitoring is
carried out in each subdetector to identify the part of data which contain the significant detector failures
which affect the physics analysis. These checks are performed again for the data of PhysicsMain
stream used for the physics analysis after the full reconstruction. Only the data after removal of bad
quality data is used for the physics analysis. Figure 2.13 shows the integrated luminosity delivered
to (green) and recorded by (yellow) the ATLAS detector in (a) 2015 and (b) 2016. The sequential
increase of the luminosity reflects the increase of the instantaneous luminosity shown in Fig. 2.2.
In 2015 (2016), the ATLAS detector successfully recorded the total integrated luminosity of 3.9
(35.6) fb~! with more than 90% efficiency against the delivered luminosity. For the data collected in
2015, the amount of data for physics analysis is 3.2 fb~!. The largest impact of the reduction is come
from the IBL which had been turned off for two data-taking runs, corresponding to 0.2 fb~!, in order
to deal with the increased low voltage current on the front-end chips [75]. For the data collected
in 2016, the amount of data for physics analysis is 32.9 fb~!. The leading reduction is originated
from the turning-off of toroid magnet for one week due to recovering the cryostat, corresponding to
0.7 fb".
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Figure 2.13: Integrated luminosity as a function of data-taking time in (a) 2015 and (b) 2016 [64]. The
luminosities delivered to (green) and recorded by (yellow) the ATLAS detector during stable beams for pp
collisions at 13 TeV are shown. The recorded luminosity includes the inefficiencies by the warm start and data
acquisition.

2.3 Studies of monitoring Pixel detector

Before the beginning of Run2, a few upgrades and maintenances for the Pixel detectors were carried
out. The most remarkable upgrade was the installation of the new innermost layer, IBL as described
in Section 2.2.3. In addition, the Pixel modules and read-out systems which had problems on the data
acquisition were replaced with new ones. From these points of view, monitoring the Pixel detectors
during taking data is very important to know whether they correctly record the hit information
especially at the beginning of Run2. The monitoring software is developed in this dissertation to
add the new functionalities on top of the one in Runl to monitor IBL. The monitoring software is
implemented in a part of the reconstruction framework, so-called ATHENA [76]. The ATHENA decodes
the raw data with binary format from all the detector components, and reconstruct the tracks, electrons,
muons, jets and missing energy. It runs in parallel to the data-taking and output the Analysis Object
Data (AOD), the data format used for physics analysis. The monitoring software uses the information
of the decoded detector hits and reconstructed objects and output histograms or graphs. This section
shows some of the typical outputs from the monitoring software and describes the results.

Hit information

Figure 2.14 shows the typical pixel hit occupancy, the number of hits per pixel in an event, at IBL and
B-Layer in the two dimensional space of module identifiers in data taken at the beginning of Run2.
In the data-taking run, the highest number of interactions per bunch crossing (pileup) is 19.3. For
the last three modules on each edge along 7 direction in IBL, the silicon sensor is thicker by 15%
than the rest of the modules. For the edge region along 7 direction, charged particles penetrate the
sensor with a shallow angle, and hence the cluster size is proportional to the sensor thickness. This
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Figure 2.14: Hit occupancy, the number of hits per pixel in an event, at (a) IBL and (b) B-Layer in the two
dimensional space of module identifiers in one data-taking run at the beginning of Run2. In the data-taking
run, the highest number of interactions per bunch crossing is 19.3. The (x, y, z) position of the beam spot
for the run is (-0.7,-0.5,—-17.6) in unit of mili-meters. IBL and B-Layer have 2 and 4 disabled modules
respectively.

is the reason why the modules have 15% higher hit occupancy than the rest of the modules. The
(x, y, z) position of the beam spot for the run is (—0.7, —0.5, —17.6) in unit of mili-meters. It causes
the modulation along ¢ direction in IBL and asymmetry along z-axis in both IBL and B-Layer. The
IBL and B-Layer have 2 and 4 disabled modules respectively which are set not to collect any hits due
to problems such as connectivity. Some front-end chips have less occupancy due to dead pixels or
higher occupancy due to noisy pixels or thicker volumes. It is found that the hit occupancy output
from the monitoring software agrees with the expectations from the detector and beam conditions.
The result ensures the software and pixel detectors work correctly.

Figure 2.15 shows the charge distribution collected by IBL. When a charged particle is injected into
the boundary of pixels or with shallow angle, the electrons generated by the charged particle inside
the sensor bulk are collected by multiple pixels. The neighbouring pixels recording hits are grouped
into a cluster by a connected component analysis so-called digital clustering [77]. The collected
charge values shown in the figure are the sum of the collected charge in a pixel of the cluster matched
with a reconstructed track with pt > 400 MeV and || < 2.5. The cluster size represents the number
of pixels in a cluster. In general, a minimum ionizing particle (MIP) generates about 80 electron-hole
pairs per 1 um along its path. Since the sensor of IBL is 200 um thick, the MIP generates about
16,000 electron-hole pairs in the sensor when it penetrates the sensor at right angle, corresponding
to a peak shown in the figure. For higher pseudo rapidity region, the charged particles penetrate the
sensor with shallow angle. It causes more total charges and larger cluster size such as three or more
pixels in a cluster. For the other layers, the charge distributions agree with their expectations. From
the monitoring results, all the Pixel detectors are assured to correctly collect the data.
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Figure 2.15: Charge distribution of clusters on tracks split by cluster size, the number of pixels in a cluster, for
IBL. The tracks are reconstructed in Inner Detector with pt > 400 MeV and || < 2.5.

Pileup dependency of hit occupancy

Since the front-end chips have the limitation on how many hits they can store in their buffer, it is
important to know whether the hit occupancy reaches the limitation at a certain number of interactions
per bunch crossing since the hits after the full buffering are not recorded. The limitation of the buffer
is approximately 1.9 x 1073 and 0.8 x 1073 hits per pixel in an event for IBL and other layers,
respectively. Figure 2.16 shows the average hit occupancy in luminosity block units at B-Layer as
a function of the number of interactions per bunch crossing in 2015. One luminosity block unit
corresponds to approximately to one minute of data-taking. The data used here are taken by the
mixture of triggers for the monitoring purpose. The black, red, and blue points show the occupancies
at /s = 8 TeV with 50 nano-second bunch spacing in Runl, 1/s = 13 TeV with 25 and 50 nano-
second bunch spacing in Run2, respectively. The difference between the black and blue is caused
by the difference of centre-of-mass energy of 8 or 13 TeV. The hit occupancy can depend on the
bunch spacing because of the time-walk effects from the previous bunch. The average hit occupancy
increases from 4 x 107 at 15 interactions per bunch crossing to 5 x 107 at 20 interactions per bunch
crossing. When the occupancy linearly extrapolates to more along x-axis, it was found that it reached
to the buffer limitation at around 35 interactions per bunch crossing, where it was expected from the
beam condition in 2016.

Based on the feedback about the hit occupancy from the monitoring results, the data-taking config-
uration at B-Layer was changed as shown in Table 2.2 during the shutdown from the end of 2015 to
the beginning of 2016 in order to reduce the amount of hit information. The change of ToT range
from 255 to 150 has the most impact to reduce the amount of hit information. To keep the sensitivity
to heavy new particles with larger energy deposit, the setting in front-end chip is optimised so that
the front-end chips output the 18 ToT with respect to the energy deposit of MIP. To reduce the noise
contribution, the two kinds of thresholds with respect to the collected charge are optimised. One
threshold is the analog threshold to determine the ToT. For example, if the analog threshold is set to be
5000 electrons and 5000 electrons are collected in a front-end chip, the hit is recorded as ToI'= 1 by
50% probability. The other threshold is the digital threshold to decide if the hit is stored in its buffer
or not. These changes reduce the hit occupancy by ~ 30%. Further 10% reduction is performed by
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Figure 2.16: Average hit occupancy, the average number of hits per pixel per event, for B-Layer as a function
of the average number of interactions per bunch crossing in luminosity block units (one luminosity block
corresponds approximately to one minute of data-taking) in Runl and Run2. The black, red, and green points
show the occupancies at v/s = 8 TeV with 50 ns bunch spacing in Runl, /s = 13 TeV with 25 ns and 50 ns
bunch spacing in Run2, respectively.

Table 2.2: Parameters for data acquisition at B-Layer which are changed between the end of 2015 and the
beginning of 2016. These changes are intended to reduce the amount of hit information in the front-end chip’s
buffer. In association with the reduction of ToT range, the ToT-to-charge calibration is changed to measure
18 ToT at the energy deposition of MIP from 30 ToT. The analog threshold is a threshold equivalent to record
hits as 1 ToT by 50% probability. The digital threshold is a threshold that only hits above the threshold are
stored in its buffer. The hit duplication is a copy mechanism to recover the hits which are not detected at proper
time due to the time-walk effect.

Period | Tol range Calib. at MIP ~ Analog threshold Digital threshold Hit dupl.

2015 255 30 ToT Q > 3500 [e] ToT > 3 On
2016 150 18 ToT Q > 5000 [e] ToT > 5 Off

removal of the hit duplication. It recovers the small ToT hits which are not detected at proper time
due to the time-walk effect. All the changes tend to reduce the noise contribution. It is confirmed
that there is no impact on the performance of reconstructed tracks.

Figure 2.17 shows the average hit occupancy for all the layers and disks in data taken with a zero-bias
trigger in September and October in 2016. A zero-bias trigger fires when the trigger of EM calorimeter
fired one LHC-orbit before, which results in a random trigger. The occupancy on the disk (purple
plots) is calculated to take the average of the occupancies in all the disks. Comparing to Fig. 2.16,
the occupancy on B-Layer is reduced by 50% in which the changes of the configuration contributes
40% and the different trigger scheme contributes by 10%. It also shows the linear fit results on each
layer or disk whose parameters are shown in Table 2.3. It is found that the occupancy on B-Layer
reaches the limitation at 60 interactions per bunch crossing, extended from 35 interactions.
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Figure 2.17: Average hit readout occupancy, i.e. the average number of hits per pixel per event, for IBL(black),
B-Layer(red), Layer-1(blue), Layer-2(green), Disks(purple) as a function of the average number of interactions
per bunch crossing (u) for events collected by a zero-bias trigger in September and October in 2016. Each
point corresponds to an average over four LHC fills (5339, 5393, 5394, and 5416). The solid lines show the
linear extrapolation for each layer up to u ~ 80. The fit results of the occupancy are summarised in Table 2.3.

Table 2.3: Linear fit results of pile-up dependency of hit occupancy for all Pixel detectors in units of 107> hits
per pixel in an event. The fit is performed for the data points shown in Fig. 2.17. The fit parameters of the
slope and offset are shown in the table. The pile-up values (u!'™") reaching the front-end chip’s buffer limit
from the linear extrapolation are shown in the last column. The hit buffer limits in units of hits per pixel in
an event shown in the table are computed with the capability of the buffer and the ToT range. The values of
(u"™mity account only the buffer’s limitation and do not include the other limitation from the data transfer and
the read-out systems.

Slope Offset /M Hit buffer limit
IBL 2.021 £0.002 -0.160 £0.050 94 1.9x107°
B-Layer 1.316 +0.001 -0.049+£0.032 99 1.3x1073
Layer-1 0.7378 £0.0007 -0.007 +£0.017 108 0.8x 1073
Layer-2 0.4650 £ 0.0005 -0.674+0.012 172 0.8x 1073
Disks  0.6489 + 0.0007 -0.140+0.015 123 0.8x1073
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Figure 2.18: Average fraction of pixel and IBL modules with synchronisation errors per event in 2016 runs.
Each point shows the average fraction in a given data-taking run. Different readout windows were used for
Pixel and IBL in the first 5 runs due to timing adjustments. Runs until the middle of May were characterised
by a low number of interactions per bunch crossing (< 25) and colliding bunches (< 1200). The effect of the
subsequent increase in the number of interactions per bunch crossing and colliding bunches in the machine
(up to approximately 32 and 2100 respectively) is visible until the end of June, when a change in the Layer-2
off-detector firmware (ROD Fw) was adopted, leading to a factor 10 decrease in the synchronisation error rate.
At the same time the ATLAS trigger rate was raised from 70 kHz to 85 kHz, making the firmware modification
even more relevant. Data used in this plot have been collected by a mixture of triggers used in the monitoring
stream.

Synchronisation error rate

The monitoring software gives good feedbacks of hits as well as error flags. The most important error
is a synchronisation error that is flagged when a discrepancy between the level-1 trigger or bunch
crossing identifiers recorded in the front-end chips and those stored in the central acquisition system
is detected. The hits associated with synchronisation errors are not used in the track reconstruction
since the hit information on the front-end chip when it is accompanied by the errors is not reliable
and can give biases on the reconstructed tracks. The error happens when charged particles penetrate
the front-end chip and generate electrons to distort the electric signal on the circuit like flipping the
digital signals, fluctuating the ground level, or changing the states in the memories. Figure 2.18
shows the average synchronisation error rate in a data-taking run for each layer in 2016. In the
first 5 runs in May, the error rate largely fluctuates in IBL and B-Layer since the timing adjustment
had been performed. For the period until the middle of May, the LHC provided the beams with
low instantaneous luminosity and less colliding bunches. It causes less error rates for all the Pixel
layers. In June, the error rates for all the layers increase since the LHC provides higher instantaneous
luminosity corresponding to about 32 interactions per bunch crossing and more colliding bunches.
At the end of June, the firmware of the read-out system, so-called Read Out Driver (ROD), at Layer-2
was improved, and then the error rate at Layer-2 decreased by a factor of 10. During the period, the
level-1 trigger rate increased from 70 to 85 kHz. It ensures that the modification of the firmware is
relevant.

This kind of the monitoring software output is also useful to know the performances of Pixel detectors
and give good feedbacks to the developers of the read-out systems. In addition, the error rate is one
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of the variables used to decide if the collected data can be used for the physics analysis. The figure
ensures that the Pixel detector systems improve the availability of the data for physics analysis and
keep it even with the high pileup events.

Summary

The monitoring software for the Pixel detectors was developed to know the performances of newly
installed IBL detectors and other Pixel detectors. Several overviewing plots are shown in this
dissertation. The hit occupancy map and collected charge distributions give a confirmation that
the all the Pixel detectors collect the hit information as expected and the monitoring software works
properly. The pileup dependency of hit occupancy shows the current availability of the buffers as well
as the prediction of the availability at higher pileup. This feedback drove to the change of the data-
taking configuration of B-Layer. It resulted in successful data-taking with higher pileup condition in
2016. In addition, the synchronisation error rate has been monitored to know the conditions for each
layer and availability of the collected data for physics analysis. The monitoring output shows the
effect on the error rate from the improvement of the read-out system’s firmware and gave feedbacks
to the developers of the read-out system. The monitoring results are also used to decide whether the
collected data can be used for physics analysis.
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3 Reconstruction of physics objects

The particles generated in pp collisions are detected in the ATLAS detector as described in Chapter 2.
To use the information of the detectors, the information such as the direction and momenta of the
particles are reconstructed. In addition, the kinds of particles are identified using the features of
the particles such as the energy deposits and the lifetime. The reconstructed information is referred
to as physics object. This chapter begins with the reconstruction of the trajectories of charged
particles, which is the basic object for all the other objects. Afterwards, objects such as electrons and
muons used in this analysis are described. In Section 3.1.1, measurements of the impact parameter
resolutions of tracks performed in this dissertation are described.

3.1 Tracks

In the ID, the solenoid magnet produces an uniform magnetic field along the longitudinal direction. It
bends charged particles produced in pp collisions in the transverse plane along a helicoidal trajectory
with a radius R[m] = pt [GeV]/(0.3 - B[T]), where B and pr are the magnitude of the magnetic
flux density and the transverse momentum of the particle. Charged particles deposit their energy
in the sensors of the detectors and induce electric signals which are read out as hit information.
The hit information produces three-dimensional hit positions called, space points, which are used
for track reconstruction and measurement of the momentum. The reconstructed tracks are the basic
and important objects to identify most of particles like electron, muon, and b-hadrons as well as
being used for pileup suppression of jets and E%‘i“. This section describes the track reconstruction
algorithm and the study about the impact parameter resolutions of reconstructed tracks developed in
this dissertation.

The track reconstruction is performed as the following steps:

1. Clusterisation
When a charged particle penetrates the pixel or strip sensor, several pixels or strips can detect
the electric signal and store the hit information. These multiple pixels or strips are grouped
into a cluster with a connected component analysis (CCA) [78]. The cluster gives a space point
which is used for the next steps.

2. Inside-out tracking

a) Finding track candidates
Track reconstruction starts from finding track seeds, sets of three space points, in the order
of SCT-only, Pixel-only and the mixture of them. From the seeds, tracks are built by
adding the space points in remaining pixel and SCT layers with a combinatorial Kalman
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Outside-in

E"Cluster

Figure 3.1: Illustration of the tracking procedure. A quarter of the cross section of the Inner Detector in the
transverse plane is shown. The detector size and radius are not scaled correctly. Clusters (red stars) are used
for the track reconstruction. From a track seed (blue line), track candidates are found. The ambiguity solver
chooses good quality tracks. In this figure, the green dashed track candidate is excluded by the ambiguity
solver due to many holes. After the TRT extension, the outside-in tracking is performed.

b)

filter [79]. At this stage, one seed can have several track candidates. Then all the track
candidates are passed to the ambiguity solver.

Ambiguity solving

The previous stage has a high number of the track candidates including fake tracks and
tracks having shared clusters. The ambiguity solver determines the track score [80],
representing track quality. For example, the score increases when clusters are assigned to
a track. It decreases when a track has holes, which are not associated clusters in an active
layer along the track. Also the y? of track fit is considered in the score. Then, the tracks
with good quality are used for further steps.

TRT extension

This step extends the track candidates from the silicon detectors into TRT. The silicon
tracks are extrapolated into TRT hits without modification of the silicon tracks. Then, the
tracks are refit with the combined silicon and TRT hits information.

3. Outside-in tracking
The inside-out tracking relies on a track seed found in the silicon detectors. But it may not work
for tracks coming from the secondary vertices like K decays or photon conversions. Tracking
from TRT to the silicon detectors is performed by using pattern recognition algorithms.

The tracking procedure is illustrated in Fig. 3.1. The detail of track reconstruction is described in
Ref. [81, 82].
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Figure 3.2: Definition of (a) the transverse and (b) longitudinal impact parameters wth respect to the detector’s
centre (black marker). Red marker is the closest point of the track (green). ¢¢ and 6 are the angles with respect
to the x and z axis, respectively.

A reconstructed track is characterised by a set of five parameters:

(dO’ 20, ¢0’ 9’ Q/P), (31)

where dp and zo are the distance of closest approach from the track to a reference point in the
transverse plane and longitudinal direction, referred to as impact parameters. The ¢o, 8, and g/p
are azimuthal angle, polar angle, and the charge divided by the momentum magnitude, respectively.
The reference point for the impact parameters is often set to the primary vertex in the event. The
definition of the impact parameters is illustrated in Fig. 3.2.

In ATLAS, to provide the common and robust quality and resolutions on tracks, the following baseline
selection, so-called Loose selection, are applied for tracks:

* pt > 400 MeV

* |nl <2.5

* number of silicon hits > 7

* number of shared modules < 1
* number of silicon holes < 2

* number of pixel holes < 1
3.1.1 Study of impact parameter resolutions
This section shows the study about the impact-parameter resolutions developed in this dissertation.
The impact parameters are important to discriminate tracks from primary vertices to the ones from

secondary vertices for particle identification as well as searching for new particles. The first meas-
urement of the intrinsic resolution of the track impact parameter is performed in both the simulation
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and data in early 2015 at 4/s = 13 TeV. The primary vertex which is defined as the one with the
highest sum of squared track pr associated to it is used as the reference point to measure the impact
parameter in this section.

The results in this section use data collected in proton-proton collision at v/s = 13 TeV in June
2015, corresponding to an integrated luminosity of around 0.37 nb~!. In this data taking period,
the proton bunch spacing was set to 50 ns and u was around 0.005. The events used here are
triggered by the minimum bias trigger, which requires hits in the Minimum Bias Trigger Scintillators
(MBTS) [83] mounted on the inner surface of electromagnetic end-cap calorimeter, corresponding
to 2.08 < |n| < 3.75.

To simulate the minimum bias events, the PyTHiA8.186 [84] generator with the ATLAS minimum-
bias tune A2 [85] based on MSTW2008LO PDF [86] set is used. The detector response is simulated
in a detail detector model implemented in GEanT4 [87, 88].

The events in both simulation and data are required to pass the following criteria:
 Firing a MBTS trigger on at least one side of ATLAS detector

* Existing at least one reconstructed vertex associated with at least two tracks without any track
selection

* Rejecting events having more than one vertices associated with four or more tracks
» Containing at least one track passing Loose track criteria

These criteria are designed to evaluate the performances with well-isolated tracks in events having
only one pp collision. The simulated events are reweighed to match with data in track kinematics
of (pr,7n) and the vertex position along z axis. Figure 3.3 shows the transverse and longitudinal
impact parameter distributions with respect to the primary vertex in data and simulation for Loose
tracks. Both dy and zg distributions show small discrepancy between data and simulation, which are
discussed later.

We shall think to obtain the intrinsic resolutions of the impact parameters from the width of the
distributions. Since the impact parameters are computed with respect to the primary vertex, the
width includes mainly two components: the position resolution of vertexing and the intrinsic impact
parameter resolution of tracks. These contributions are illustrated in Fig. 3.4

Removal of the former contribution is performed by using the iterative deconvolution procedure [90],
which is used in the Run1 measurements. In the following, the basic idea of the procedure is described
for an example of dy. The measured distribution involving the two components can be written as:
d2
0 P(c gy, PV)d 3.2
5 do> T dy, PV, (3.2)
otk T Ty PV

1
Rieas(do) = N f eXp [_50_2
d

where 04, wx and o4, pv are the contributions of tracks and primary vertex to the dy resolution,
respectively, and N is the normalisation factor. For the first iteration, the distribution is made by
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Figure 3.3: (a) Transverse, dy, (b) longitudinal, z(, impact parameter distributions with respect to the primary
vertex in data (black) and simulation (light blue). The tracks passing the Loose criteria are used. These plots
are published in Ref. [89].
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Figure 3.4: Illustration of contributions of the primary vertices (PV) o4, pv and reconstructed tracks o g, ik
to the impact parameter resolution. The example of dy resolution is shown. In simulation, there are true
trajectories shown as “True track”, which can be used to calculate the intrinsic resolution of tracks.
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filling the converted impact parameter cl(l)St defined by:

1
0 2 3
(Kpy * Ty, k. fit) )2 ’ (33)

dls[ _ dO X
(U 0
(K - Tdok.fi)? + (Kpy - T dy pv.fit)?

where 04,k fir and o g, pv,fir represent the position uncertainty of the track fit and of the vertexing,
respectively. The scale factor ng is set to one at the first iteration and Kpy is the ratio of the
vertexing uncertainty to the intrinsic vertexing resolution: Kpy = 04, pv/0 4, pv,it, determined by
the individual analysis dedicated for vertexing performance [91]. Substituting Eq. (3.3) into Eq. (3.2),
the d(l)St distribution can be written as:

dlst 2
_lLl , (3.4)

Runeas (d)Y) = Nexp
meas \¢() 2 (Ktlrk . O-do,trk)z

2 2 2
doik T T o) (T g i e

O'ZO’PV) is calculated approximately at the first order to o gy, tk/0 4,k fic- Thus, the intrinsic impact

assuming f P(0 4, PV)dog,pv = 1. The new scale factor Ktlrk = (o +

parameter resolution of tracks can be obtained from the width of the al(l)St distribution approximately.
Indeed, the new scale factor Ktlrk is obtained by comparing the distribution widths of the a’(l)‘gt and
the pseudo dpy. The pseudo dj is generated randomly according to a Gaussian function at the centre
value of zero with o4, ok st wide. This procedure is performed iteratively, and the i-th converted dj
is described as:

1

- ) 1
(K * O dp,trk.fit) )2

(K- 0 gk i)? + (Kpy - 0do,pv.fit)

di = dj - ( (3.5)

Result of the intrinsic resolutions In this analysis, the number of the iteration is set to be three.
The width of the distribution is obtained by a fit using a Gaussian function twice. The first fit is
performed without any constraints on the fit parameters. The second fit is performed within 20~ of
the first fit result to suppress non-Gaussian components on the tails of the distribution. Then, the
resolution is obtained as 1o of the second fit result. Since the impact parameter resolutions depend on
the track kinematics, the resolutions are computed in a (pr, 17) bin. In the MC simulation, the intrinsic
resolutions of tracks can be computed by the difference of impact parameters between a reconstructed
track and the trajectory of the true particle. This resolution is called as “MC-based” resolution here.
Also, the resolutions are computed by the deconvolution procedure. The difference between the
unfolded and MC-based resolutions is considered as the systematic uncertainty on the MC-based
resolution. In the data, the intrinsic resolutions are obtained by the deconvolution procedure. The
procedures in the data and MC simulation are summarised in Table 3.1.

Figure 3.5 shows the unfolded resolutions. In data, the resolutions before and after unfolding the
intrinsic resolution with the iterative deconvolution procedure are shown in black and red, respectively.
The MC-based resolution is shown in blue lines. The error bars in data and MC simulation are
summarised in tab. 3.1. The discrepancies on dj between data and MC are observed for both low
and high pr, shown in Fig. 3.5 (a). For lower pr, it is caused by the small differences of the
material description at IBL in the detector simulation, which is known in a dedicated study [92]. The
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Table 3.1: Summary of the procedures for calculation of the impact parameter resolutions. In the MC simulation,
for instance, the intrinsic dy resolutions of tracks can be computed by the difference of impact parameters
between a reconstructed track dgcco and the trajectory of the true particle dgr“c (“MC-based”). In data, the
resolutions are computed with the deconvolution procedure (“Unfolded”). The uncertainty on the resolutions
in the simulation includes the statistical uncertainty and the difference between the MC-based and unfolded
resolutions.

Procedure Uncertainty
Data Deconvolution (‘“Unfolded”) stat.
Simulation | d§*° - dj™® (“MC-based”) | stat. & (oM — ghic=bwed)

material effects is discussed later. For higher pr, the known misalignment of detector components
in simulation [93] contributes to the discrepancy in both dy and zg. For the disagreement in high
n shown in Fig. 3.5 (d), the simplified energy deposit model in simulation causes underestimation.
Eventually, the differences between data and MC are taken into the systematic uncertainty on the
impact parameter resolution. The other performance plots are shown in Ref. [94].

Comparison between Runl and Run2 In order to cross check the resolutions, the results are
compared with the data in Runl. The data in Run1 are collected in May 2012 at v/s = 8 TeV with a
mixture of jets, tau and E%‘iss triggers. The same event selection except the requirement on MBTS is
applied, and the resolutions are obtained by the same deconvolution procedure. Then, the intrinsic
resolutions are found to be consistent with the previous results in Runl [90]. The comparison of dj
resolution as a function of track pt between Runl and Run2 data is shown in Fig. 3.6. The resolutions
in Run2 data is ~ 40% as small as those in Runl data at track pr ~ 400 MeV. This significant
reduction is caused by the installation of IBL at the innermost layer during long shutdown in 2015
and is consistent with the Technical Design Report of IBL [67]. Therefore, the comparison of the
resolution shows the consistency of the unfolding procedure and improvement of the resolution by
IBL.

Comparison between the material descriptions in the detector simulation The previous para-
graph shows that the material description in the detector simulation causes the discrepancy of the
resolution for lower pt between the data and the simulation. The material description is independently
studied by using secondary vertices of photon conversion and hadronic interaction with the detector
material [92]. The study found out the missing materials at IBL in the detector simulation, which
are mostly its front-end electronics. To know the impact of the material description at IBL, the d
resolution is compared between the detector simulations with and without correcting the material de-
scription at IBL. Figure 3.7 shows the unfolded dj resolution as a function of track pr in data (black),
the one in the detector simulation with (green) and without (blue) the correction for || < 0.5. The
result indicates that the corrected geometry has better agreement with the data for lower pr region,
where the resolutions are determined by the multiple scattering inside the detector volume. For higher
pr region, the two simulations are consistent within the errors and inconsistent with the data due to
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Figure 3.5: Impact parameter resolutions, dp resolution as a function of track (a) pr and (b) n (b) and zg
resolution as a function of track (c) pr and (d) 1, comparing between the data and MC simulation. The black
and red graphs show the resolutions in the data before and after unfolding the intrinsic resolution with the
iterative deconvolution procedure, respectively. The blue line shows the resolution computed by the difference
of impact parameters between a reconstructed track and the truth in the MC simulation. These plots are
published Ref. [94].
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Figure 3.7: Intrinsic dj resolution as a function of track pr in data (black) at 4/s = 13 TeV, comparing with the
ones in the detector simulations with (blue, “Updated Geometry”) and without (green, “Original Geometry”)
correcting the material description at IBL for || < 0.5.

the common cause of the detector-alignment accuracy. Thus, this result is a qualitative cross-check
to support the corrected geometry in central n region.

3.2 Primary vertices

The reconstruction of the interaction points, referred to as Primary Vertices (PV) is important to
identify the hard-scattering process and reconstruct the physics objects from the process. The
PV reconstruction is carried out by two steps with reconstructed tracks: finding and fitting. The

65



reconstructed tracks are selected to originate from the beam spot. The vertex seeds are determined
by looking for the global maximum in the distribution of the track zg whose reference point is set
to the beam spot. An adaptive vertex fitting algorithm [95] determines the vertex position using the
seed position and tracks around it. The tracks which are not assigned to the vertex are used to find the
next vertices. This procedure is performed iteratively [96]. In order to improve the spatial resolution
of the vertex, the vertices having at least two tracks with pr > 400 MeV are considered. The vertex
which has the highest sum of squared pr of tracks associated to it is chosen as the hard-scattering PV
in the event. The remaining vertices among the beam spot are considered as pile-up vertices. The
ones incompatible with the beam spot are used as the secondary vertices for b-tagging, described in
Section 3.6. The vertex-reconstruction efficiency is evaluated at v/s = 13 TeV in data recorded in
2015 and simulation to be more than 99% for vertices having at least four tracks [97].

3.3 Leptons

This section describes the reconstruction and identification of electron and muon. In this analysis the
7-lepton is not identified nor used explicitly, and thus the reconstruction of 7-lepton is omitted.

3.3.1 Electrons

The reconstruction of electron candidates is performed by the following steps [98].

1. Seed clusters in the EM calorimeter are found by a sliding window with a size of 3 X 5 detector
units in 7 X ¢ space. This detector unit means the granularity of the modules at the middle
layer in the EM calorimeter, corresponding to 0.025 x 0.025 in 7 X ¢ space and contains energy
measured in the longitudinal calorimeter layers, referred to as longitudinal towers. The seeds
are required to have a total transverse energy of more than 2.5 GeV. The energy clusters around
the seeds are formed using a clustering algorithm [99].

2. The track candidates are reconstructed in the ID as described in Section 3.1. This standard track
reconstruction is carried out under pion hypothesis. In addition to it, the track reconstruction
is performed with the new pattern recognition under electron hypothesis which allows to
reconstruct the electrons losing larger energy by bremsstrahlung. These track candidates
are fitted with the global y? track fitter [100]. The candidates which fails the fit with pion
hypothesis are refit with electron hypothesis.

3. The tracks extrapolated to EM clusters are matched to them using 7 and ¢. Tracks associated to
the cluster are refit with an optimised Gaussian Sum Filter [101] which considers the non-linear
bremsstrahlung effects.

4. The matching of the tracks to the cluster is performed. Then, the electron cluster is re-formed
with a size of 3 X 7 (5 X 5) longitudinal towers in the barrel (end-cap) regions. The energy of
the clusters are calibrated to the true energy in the MC simulation.
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Table 3.2: Input variables for the electron identification.

Type Variable Description
Track NIBL Number of hits in the IBL
| npiel | Number of hits in the Pixel detector
| nsi | Number of hits in the Pixel and SCT detectors
' dy | Transverse impact parameter with respect to the beam line
| do/orgq, | Transverse impact parameter significance
' Ap/p | Momentumlost
TRT eProbabilityHT | Likelihood probability based on transition radiations in the TRT
Track-cluster Any An between the extrapolated track and the cluster in the strip EM layer
matching | A¢y | Agbetween the extrapolated track and the cluster in the middle EM layer
| ;(;r;s 7777777 Same definition as A¢s
) but tracks are rescaled to the cluster energy before the extrapolation
| E/p | Ratio of the cluster energy to the track momentum
EM Calorimeter | wgot Shower width
(strip layer) | ; ~ | Ratio of the energy difference between the largestand
ratio second largest energy deposits in the cluster over the sum of these energies
| fi | Ratio of the energy in the strip layer to the total energy in the EM calorimeter
EM Calorimeter | wy; Lateral shower width along n
(middle layer) | Ry | Ratio of the energy in 3 x 3 cells over the energy in 3 x 7 cells
'R, | Ratioof the energy in 3 x 7 cells over the energy in 7x 7 cells
EM Calorimeter Ratio of the energy in the back layer
(back layer) 13 to the total energy in the EM calorimeter
Hadronic leakage R Ratio of Er in the first layer of the Hadronic calorimeter
hadl to Et in the EM calorimeter (used for the range of || < 0.8 or || > 1.37)
| | Ratio of Er in the Hadronic calorimeter
Rnad

to Et in the EM calorimeter (used for the range of 0.8 < |n| < 1.37)

For calculation of the four-momentum of the electron, the energy is derived from the calibrated cluster
energy and the 7 and ¢ directions are determined from the associated track.

To discriminate the real electrons from backgrounds such as hadronic jets or converted photons, the
electron identification algorithm is applied in the reconstructed electrons. The identification algorithm
is the likelihood-based (LH) method which is a multivariate analysis technique to identify the object as
either real electron (signal) or backgrounds using several input variables. The electron identification
uses 20 input variables in total: 10 variables of track condition such as the impact parameter, the
number of hits in the pixel detector, 9 variables of shower information in the calorimeter such as the
shower width for each layer, and 1 variable of likelihood probability based on transition radiation in
TRT. The detail of all the input variables is described in Table 3.2. In ATLAS, three operating points
are available: Loose, Medium, and Tight. This analysis uses Tight criteria and requires pt > 30 GeV
and |n7| < 2.47 except for the calorimeter transition regions.
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Figure 3.8: Combined efficiency of reconstruction and identification as a function of Et integrating over full n
range (a) and as a function of i for ET > 15 GeV in Z — ee events of data (filled plots) and simulation (open
plots). The inner (outer) error bars show the statistical (the combined statistical and systematic) uncertainty.
Cited from [98].

In order to further discriminate real electrons from backgrounds such as the non-prompt electrons
from hadron decay or those misidentified as electron, an isolation criteria is required. The isolation
requires p%arc"“em /7" < 0.06 for an electron, where the isolation variable p¥mcone20 is defined as
the sum of the transverse momenta of the reconstructed tracks passing the following requirements
populated within a cone of size AR = min(0.2, 10 GeV/ p%lecmm) around the electron, excluding the

electron track.
* pr > 1GeV
* Loose track requirements
¢ |Azpsinf| < 3 mm

The reconstruction and identification efficiency is measured in 3.2 fb~! of data at /s = 13 TeV and
simulation [98]. The tag-and-probe method is used in Z — ee and J/¥ — ee events. A set of
strict identification requirements is applied for one electron candidate (fag) to ensure real electron.
Looser requirements are applied for another electron candidate. The di-electron invariant mass is
required around a well-known particle mass such as Z or J/y. Then, the looser electron candidate
should be real electron and used to evaluate the performances (probe). The combined efficiencies of
reconstruction and identification as a function of Et and 7 in Z — ee events of data and simulation
are shown in Figure 3.8. The efficiency for Tight is around > 70% for Er > 15 GeV integrating over
1. The discrepancies between data and simulation by ~ 5% are used as the correction factor for MC
in this analysis. The uncertainty of the correction factor is also computed as < 2% for Et > 15 GeV.
It is considered as the systematic uncertainty on the electron object.
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The electron energy scale and resolution after calibration are measured in Z — ee events of data
and simulation [102]. The di-electron invariant mass shapes are compared in data and simulation,
and then are translated into the energy scale. The energy scale is estimated at a level of 1%. The
uncertainty on the energy scale is around < 0.2% at Et ~ 40 GeV. The energy resolution is derived
from the width of the invariant mass distribution. It is estimated as < 2% for Er > 40 GeV and
its relative uncertainty is around 10% for Er < 50 GeV increasing to ~ 30% at Et ~ 200 GeV.
These uncertainties are taken into account as the systematic uncertainty on the electron object in this
analysis.

3.3.2 Muons

The muons are reconstructed independently in the ID and MS, and then combined to identify the
muons used in the analysis, referred to as combined muon. In the ID, the muon tracks are reconstructed
in the same way as done for the other charged particles. In the MS, the muon candidates are
reconstructed by four steps. The first step is to search for hit patterns inside each muon chamber to
make segments. At the second step, the muon track candidates are formed to fit the local segments
in different layers. One segment can have several track candidates at this step. Then, the third step
assigns the best track to a segment. At the final step, the hits associated with the track are fitted with
a global y? fit.

The combined muons between the ID and MS are built with a global refit using hits in both the ID
and MS. The muon identification requires a set of criteria to improve the identification efficiency
and reduce the backgrounds like muons from in-flight decay of hadrons with a long lifetime such as
charged pions. For instance, if a charged pion decays to uv,, the corresponding trajectory is seen
as the direction changes at the decay point (“kinked”). The backgrounds are prone to have a kinked
trajectory and are characterised by worse fit quality and incompatible momentum measured in the
ID and MS. To guarantee a robust momentum measurement, the following criteria, referred to as
Medium muon are required for tracks in the ID and MS.

* > 1 hits in the pixel detector
* > 5 hits in SCT

* < 2 holes in pixel or SCT

> 10% hits in TRT assigned to the track for 0.1 < || < 1.9

* > 3 hits in > 2 MDT layers for || > 0.1 or
> 1 MDT layers and < 1 holes for || < 0.1

* g/p significance < 7
On top of these requirements, this analysis requires pr > 30 GeV and || < 2.5 for a muon.

In order to distinguish prompt muons from non-prompt muons from semileptonic decays of hadrons,
further criteria on the isolation is required since muons from hadron decays are expected to accompany
other particles associated with the decays. The isolation requires p%"“co“‘ﬁo /pT" < 0.06 for a
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Figure 3.9: Reconstruction efficiency of the combined muons as a function of pt for 0.1 < || < 2.5 (a) and of
n for pr > 10 GeV (b) obtained by tag-and-probe method for Z — u*u~ and J/yy — u*u~ events in data at
/s = 13 TeV and simulation. Cited from [103].

muon, where the isolation variable p%ar“’“‘ﬁo is the same definition with a different cone size AR =

min(0.3, 10 GeV/py"") as electron.

The reconstruction efficiency for the Medium muons is measured in data and simulation using tag-
and-probe method for Z — u*yu~ and J/¢ — u*p~ events shown in Fig. 3.9 [103]. The efficiency
for pt > 30 GeV is around 99%. The ratio of efficiency between data and MC is used as a scale
factor to correct MC. The uncertainty of the efficiency is estimated to be < 1% for pt > 30 GeV and
is considered as the systematic uncertainty on the muon reconstruction efficiency.

The momentum scale and resolution are derived from dimuon mass distributions in Z — u*u~ and
J/Y — utu” events [103]. In overall, the distributions are consistent between data and simulation.
Only small disagreements are observed within the scale uncertainty of 0.05% in the barrel regions
and 0.1% in high 5 regions || ~ 2.5 for Z — u*u~ events. The momentum resolution is estimated
to be about 2.3% (2.9%) in the barrel (end-cap) regions for Z — u*u~ events.

3.4 Jets

In pp collisions, a number of quarks and gluons are generated. None of them can exist as a bare
particle because of confinement of QCD. As soon as it is generated, it is hadronised and accompanying
other hadrons along the momentum direction. The spray of hadrons are called as jet in high energy
physics.

Jets are reconstructed with anti-kt algorithm [104] using the energy clusters in the calorimeters,
so-called topological cluster [105]. The topological clusters are built by two steps: collecting cells
and cluster splitting. The first step is to find the cluster seed cells with |Ecey| > 40, and incorporating
the neighbouring cells with |E.e| > 20 and then the neighbouring cells with |Eepy| > Oo. The o
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represents the amplitude of the electronic noise and pile-up noise in a cell. But the first step does not
contain the spatial information and can include several particles into one cluster. Then the second
step splits the clusters around the local maxima in three dimensions. A collection of the topological
clusters is the input of anti-kT algorithm to reconstruct jets. The algorithm introduces the following
distances d;; and d;p between inputs i and j:

A2,
dij = min(kyy, ke (3.6)
dip = ki, (3.7)
Aij = i—y)*+ (i —¢;)° (3.8)

where kt;, y;, ¢; are the transverse momentum, rapidity and azimuthal angle of particle i, respectively.
For anti-kT algorithm, the parameter p is set to p = —1. The R parameter is set to 0.4 for the nominal
jets. In addition, the topological cluster assumes massless. Then, the algorithm finds out the smallest
distance from all the combination and if it is d;;, it combines the inputs i and j iteratively until the
smallest distance becomes d;p. For instance, if there are no hard particles around one hard particle
within a distance of 2R, it combines all the soft components around the hard particle and forms a
conical jet. The algorithm with R = 0.4 is used generally in ATLAS to reconstruct jets, referred to
as small-R jets in order to distinguish explicitly from the large-radius jets. This analysis uses jets
satisfying pt > 25 GeV and || < 2.5.

The sequential calibrations are performed in data and simulation [106]. After correction of pileup
contribution, the measured energies of the jets are scaled to that of the particle level based on
the simulation. Then, another calibration reduces the flavour dependence. In addition, a residual
calibration, so-called in situ calibration is performed by balancing pr of jets using 3.2 fb~! of data
at v/s = 13 TeV in combination of di-jet, Z/y+ jets, and multijet events. The jet energy scale is
computed at a level of 4% at jet pr = 20 GeV and 2% at jet pr = 1 TeV. Its uncertainty is also
derived around 4.5% at jet pr = 20 GeV and 1% at jet pr = 1 TeV. The jet energy resolution is also
estimated as < 25% at jet pr = 20 GeV and 5% at jet pt = 1 TeV from the momentum balance [107]
shown in Fig. 3.10. The uncertainty is computed at a level of 4% at jet pr = 20 GeV and 0.5% at jet
pr = 1 TeV [108].

To suppress the pileup contamination into jets, the Jet Vertex Tagger JVT) [109] is used. It is a
multivariate analysis to show how much energy fraction in a jet originates from the hard-scatter
vertex and designed to have higher (lower) values for a hard (pileup) jet. This analysis applies the
JVT cuts JVT > 0.59 for jets with pt < 60 GeV and || < 2.4. The JVT selection efficiencies are
measured in 13.3 fb~! of data at /s = 13 TeV and simulation in Z+jets events [110]. The efficiency
is above 90% for both data and simulation. The uncertainty is estimated at a level of 3% for jets with
20 < pt < 30 GeV decreasing to around 1% for 50 < pt < 60 GeV.

3.5 Large radius jets

The decay products from heavy particles with high momentum such as W/Z, Higgs boson, and
top quark are detected close to each other along the momentum direction of the parent particle.
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Figure 3.10: The jet resolution as a function of jet pr (pjTet) for four different calibrations in |77]| < 0.8. The final
resolution curve combining all calibrations is also shown in black line with its associated statistical (blue fill)
and total uncertainty (green fill). Cited from [107].

The angular separation between decay products can be expressed as AR = 2m/p, where m and p
are the mass and momentum of the parent particle, assumed that the masses of the decay products
are negligible. Reconstruction of heavy particles as larger radius jets (large-R jets) is important
for this analysis to identify signal-like events because SM heavy particles from VLT decays have
higher momentum than SM physics processes and can be reconstructed by large-R jets. In order to
reconstruct them, the jet re-clustering technique [111] is used in this analysis. The technique forms
jets by anti-kT algorithm with the radius parameter R = 1.0 from a collection of small-R jets as the
input in the same way as small-R jets are built from a collection of the topological clusters in the
calorimeters. All the kinematic variables of the large-R jets are derived from those of the calibrated
small-R jets automatically, and then the technique does not need additional calibration. At the same
time, the uncertainty of the large-R jets is also derived from those of small-R jets. In addition, the
radius parameter R can be optimised for each analysis. The performances such as the mass resolution
of the large-R jets with the re-clustering technique are similar to those of the different large-R jets
reconstructed from the topological clusters which have been often used from Runl1! [112].

In this analysis, the small-R jets with pr > 25 GeV and |n| < 2.5 after overlap removal with leptons
described in Section 3.8 are used as the input of re-clustering. An additional requirement on pr of a
small-R jet more than 5% with respect to pt of the large-R jet including the small-R jet is applied in
order to suppress the pileup contribution and soft radiation. The small-R jets inside a large-R jet are
referred to as subjet or constituent in the following.

Figure 3.11 shows the large-R jet mass distributions matching with hadronically decaying W bosons,
Z bosons, or top quarks, or Higgs bosons decaying to the bottom quark pair in VLT signal events of
SU(2)-singlet case with myrr = 1.0 TeV. The matching criterion is to require the angular separation
between a large-R jet and true particle AR < 0.75. It shows clear mass peaks at the heavy particle
masses and indicates that the large-R jets are able to reconstruct the heavy particles. In this analysis,
the re-clustered large-R jets are used to identify the boosted top quarks and Higgs bosons from the

! This is large-R jets reconstructed from the topological clusters by anti-kt algorithm with the radius parameter R = 1.0
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Figure 3.11: Large-R jet mass distributions matching with hadronically decaying W bosons (green), Z bosons
(blue), or top quarks (black), or Higgs bosons decaying into the bottom quark pair in VLT signal events of
SU(2)singlet case with mypr = 1.0 TeV. The matching criterion is to require the angular separation between a
large-R jet and the true particle AR < 0.75. The large-R jets are required to have pr > 200 GeV and || < 2.0.
Each distribution is normalised to unity and shows clear mass peak at the matching heavy particle mass.

kinematic variables which are distinctive of VLT decays. The optimisation of requirements and final
selection are described in Section 6.

3.6 b-tagging

The identification of jets originating from b-hadron decays, so-called b-tagging, is important in this
analysis since the heavy particles such as the Higgs bosons and top quarks decay into the bottom
quarks. In ATLAS, the b-tagging algorithm [113] uses a multivariate analysis technique to combine
the following individual tagging algorithms: the impact parameter based algorithm, the secondary
vertex finding algorithm, and the decay chain multi-vertex algorithm.

* The impact parameter based algorithm: IP2D and IP3D
The b-hadrons have long lifetime (ct ~ 450 pym) and result in at least one vertex displaced
from the primary vertex where b-hadron is generated. The tracks from displaced vertices have
larger impact parameters than those from primary vertices, shown in Fig. 3.12. This is distinct
for b-hadrons and thus the basic idea to identify b-hadrons in this algorithm. Here, a sign
of the impact parameters is assigned whether the displaced vertex is located in front of the
primary vertex along the jet direction or behind, referred to as signed impact parameters. The
dy significance dy/o 4, is used as the discriminating variable in IP2D, while both dy and z
significances, do/o 4, and zo/o,, are used in IP3D to make the two dimensional template
using tracks satisfying the Loose criteria, pr > 1 GeV, |dp| < 1 mm and |z sin 6| < 1.5 mm.
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Figure 3.12: (a) transverse and (b) longitudinal signed impact parameter significance of tracks in ¢ events for
b (solid blue), c (dashed green) and light flavour (dotted red) jets. The Good in the x-title means tracks having
neither holes, shared clusters, or split clusters associated to it. Cited from [113].

Then, the template PDFs, p, and p;, are made for b- and light-flavour jets hypotheses. A
log-likelihood ratio ZII.\; | log (%) is computed as the final discriminating variable, where N
is the number of tracks of a given jet. When using only IP3D, the light (¢) -jet rejection is
approximately 2.5% (30%) at the 77% b-tagging efficiency working point.

* The secondary vertex finding algorithm: SV

The secondary vertex finding algorithm [114] reconstructs the secondary vertices characterised
in b-hadron decays using tracks. The tracks used for vertex reconstruction are required to have
less x2/NDF in the track fit than 3 and one more silicon hit for || > 1.5 on top of Loose
selection. The tracks with low d significance dy/o4, < 2 and high zq significance zo/o 7, > 6
are discarded. At most 25 tracks ordered in the largest pr are used. These criteria are designed
to reduce the effects of material, fragmentation tracks, and pileup as well as to improve the
reconstruction of secondary vertices.

The following variables of reconstructed secondary vertices are used as the discriminating
variables: two or three dimensional distance between the primary vertex and the secondary
vertex, the invariant mass of secondary vertex, the energy fraction of tracks from the secondary
vertices comparing to the energy of all tracks in the jet, the number of tracks associated to the
vertex, and the number of two-track vertices inside a jet.

The three dimensional distance significance is shown in Fig. 3.13 as an example. It shows
that jets from b-hadrons have displaced vertices with long decay length. Thus it is a good
discriminating variable.

* The decay chain multi-vertex algorithm: JetFitter
The decay chain multi-vertex algorithm, so-called JetFitter [115], reconstructs the topology
of b-hadron decay chain (b — ¢ — something) inside jets. It assumes that the vertices from
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the decay chain ( the primary vertex, the displaced vertices originating from b and ¢ hadron
decays ) lie on a single common line along the b-hadron direction. It uses Kalman filter to
find the common line. The discriminating variables are the vertex mass, the energy fraction
of tracks from the displaced vertices compared to the energy of all tracks in the jet, and the
flight length significance. The likelihood of these variables is used for the determination of
b-hadrons.

The outputs from these algorithms are combined with a multivariate analysis based on a boosted
decision tree (BDT) algorithm, so-called “MV2” and the BDT output value is used to discriminate
b-flavour jets from light- and c-flavour jets. The training is performed with 7 events. In ATLAS, three
kinds of discriminant are available, MV2c00, MV2c10, and MV2c20 which differ in the fraction of
c-flavour jet in the training sample. The light- and c-flavour jet rejections for each discriminant are
shown in Fig. 3.14. The MV2c10 has similar light-flavour jet rejection comparing to the MV2c20 in
2015 configuration, while it has better c-flavour jets rejection at 77% b-flavour jet efficiency working
point. This analysis uses MV2c10 with 77% b-flavour jet efficiency working point, corresponding to
~ 130 light-flavour jet rejection and ~ 6 c-flavour jet rejection. The jets tagged as b-flavour jets by
the algorithm are referred to as b-jets in the following.

The dedicated calibration of b-tagging is performed similarly as done in Runl [116]. It measures the
efficiency to identify b-flavour jets and to misidentify light-flavour and c-flavour jets as b-flavour jets
by several methods in the selected events.

In dijet events, the b-flavour jet samples can be obtained by selecting jets containing a muon. The
b-tagging efficiency is estimated in both data and simulation by two method prTel and system8 [116]
for lower pr jets up to around 200 GeV. The 7 events provide samples enriched with b-flavour jets.
The events are selected by requiring one or two isolated leptons, E%‘iss, m}V , and at least four (two) jets
with pt > 25 GeV and || < 2.5 for single(di)-lepton channel. Then, a few calibration methods are

applied to extract b-tagging efficiency. Finally, the combination among all the methods is performed
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Figure 3.14: (a) Light-flavour and (b) c-flavour jet rejection as a function of b-jet efficiency for the previous
(2015 config) and the current configuration (2016 config) of the b-tagging algorithm evaluated on 7 events.
MV2c00, MV2c10, and MV2c20 represent the MV2 algorithm where the training sample contains 0%, 10%,
and 20% c-jet contribution. Cited from [113].

to show good consistency of the individual measurements and obtain better calibration with less
uncertainty.

For calibration of c-flavour jet tagging efficiency, the process of a W boson produced association with a
single ¢ quark, gs — W~ c and g§ — W*¢is used to get highly pure c-flavour jets sample by requiring
an isolated lepton from W boson and a soft muon from c-hadron decay with opposite sign compared
to the lepton from W boson. The other method uses reconstruction of D** — D(K~n*)x* decay
using tracks. After applying the invariant mass of D** and D° mesons and subtracting b-flavour jets
contribution, the c-flavour jet tagging efficiency is measured. The light-flavour jet tagging efficiency
is evaluated in the dijet events to reverse the sign of the b-tagging discriminating variables in order
to obtain mis-tagged samples, referred to as negative tag method [116].

The correction factor obtained by these calibrations is applied in this analysis. The uncertainty for the
calibrations are propagated into the systematic uncertainty in this analysis, described in Section 8.

3.7 Missing transverse energy

The weakly interacting particles such as neutrino in the SM can penetrate the detector volume without
any energy deposit in the sensitive part of the detector. They result in the imbalance of vectorial
sum of the transverse momentum of all the reconstructed particles because of the conservation of
momentum in the transverse plane. The imbalance is represented as the missing transverse energy,
EX'S_in the following.
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In ATLAS, E‘Tniss is reconstructed from the x and y components of the each hard object in an
event [117]:

Emiss _ Emiss,e + Emiss,,u + Emiss,T + Emiss,y + Emiss,jets + Emiss,soft

x(y) T Tx(y) x(y) x(y) x(y) x(y) x(y) 3.9)

where each component is computed by negative vectorial sum of momenta for the calibrated hard
objects: electron (e), muon (u), hadronically decaying tau-lepton (1), photon (y), jets, and soft
term. The soft term stands for the reconstructed tracks originating from the primary vertex which
are not associated with any physics objects in the event, referred to as track-based soft term (TST).
For computation of TST, the tracks are required to pass Loose track selection and associate with the
hard-scatter primary vertex. To avoid double-counting the tracks and the hard physics objects, the
following selections? are applied to the tracks:

* Removing tracks within AR(tracks, electron EM cluster) < 0.05

» Replacing tracks associated to combined or segment-tagged muons with the combined ID+MS
fit

* Removing tracks associated with jets using the ghost-association technique [118]. In the
technique, the tracks are treated as infinitesimally low pt particles (“ghost”) and added into the
inputs of the jet algorithm. The ghosts does not affect the jet reconstruction due to their small
pr. After the jet algorithm, the tracks matching with the calorimeter clusters can be obtained.

In addition to them, tracks with larger momentum uncertainty than 40% are removed. The E%‘iss and
azimuthal angle ¢™** is calculated as:

miss
ET

¢miss

VD)2 + (B2, (3.10)
arctan(Ey™ EY™). (3.11)

In this analysis, hadronically decaying tau-lepton (1) and photon (y) are not selected, and therefore
are accounted as jets inclusively.

The E%li“ performances are measured in data and simulation [117]. The Z — uu events are selected
by requirements on the same sign lepton and the di-lepton invariant mass within Z mass. The
E‘TIliSS response is estimated by measurement of E‘TniSS against Z boson pr since it is sensitive to the
momentum balance between the hard objects and the soft hadronic recoil. In Z — uu events, there
is no genuine E%“SS. Thus if the hard muons or objects are perfectly balanced against the other soft
recoils, the ET"** projected onto Z boson pt should be zero. The momentum axis of Z boson in the
transverse plane is defined by
- gl
Az = ———, (3.12)
lpr +pr |

where p}ﬁ and p}l_ are the transverse momenta of the leptons from the Z boson decay. Figure 3.15
(a) shows the mean value of E%liss projected onto Az as a function of Z boson pt (pfrz). It indicates

2 In ATLAS, the tracks associated to 7-lepton are removed. However, this analysis does not use and reconstruct r-lepton
explicitly and thus this requirement is not described in the main composition.
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a negative bias of ~ 5 GeV due to underestimation of TST caused by the acceptance of the detector
volume and neglection of neutral particles in TST. The resolution is estimated by the root-mean
square (RMS) of combined values of E;m“ and E;“iss as a function of the scalar sum of the transverse
momentum of all the hard objects and TST, shown in Fig. 3.15 (b). Both the scale and resolution
estimated in simulation are consistent with those in data. The uncertainties are assigned as ~ 10%
and ~ 20% for the resolution and the scale. The detail is described in Section 8.

3.8 Overlap removal

Since these physics objects can be double-counted, it is necessary to remove the overlaps among
physics objects. For overlap removal between electron and muon objects, electrons within AR < 0.01
between the electron and muon are removed to reduce the contribution of muon bremsstrahlung.

The overlap removal between electron and jets is performed at the next step. For instance, one
isolated track having energy deposits in the calorimeter can be reconstructed as a jet and electron. In
addition it can occur by the physics processes such as electron showering and non-prompt electrons
from hadron decays. To reduce the former effect, the closest jet within AR < (.2 between the jet axis
and the electron is removed. To reduce the latter effect, the electrons within AR < 0.4 between the
remaining jet axis and the electron are removed.

The final step is removal of overlap between the remaining jets and muons. Jets emerged from muon
bremsstrahlung can be reconstructed and located close by the muon. Non-prompt muons from hadron
decays can be overlapped with jets. If the remaining jets are located within AR < 0.4 between the jet
and the muon, the jets having at most 2 tracks are removed to suppress the former effect; otherwise
the muons are removed to suppress the latter effect.
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4 Data and Event simulations

In this section, the data and the simulation samples used in this analysis are described. To understand
the observed data and search for new phenomena the comparison between data and simulation is
essential. In the second part, the general methodology of the simulation is presented.

4.1 Data sample

The data sample used in this analysis was collected with the ATLAS detector in pp collisions at a
centre-of-mass energy of 13 TeV during 2015 and 2016. The events were recorded with a single-lepton
(electron and muon) trigger or a E%‘iss trigger under stable beam conditions and after application of data
quality requirements described in Section 2.2 correspond to an integrated luminosity of 36.1 fb~!.

In 1-lepton channel, the events firing a single-lepton trigger are used. The single-lepton triggers
with lower pr threshold requires the isolation on the candidate lepton because there are numerous
candidates to fire the trigger. The triggers with higher pr threshold without any isolation requirement
are also used. The pr thresholds in 2015 and 2016 are summarised in Table 4.1. In 2016, the lowest
pr electron and muon trigger condition are changed to tighter identification criteria and higher pr
threshold, respectively.

In O-lepton channel, the events firing Efrniss trigger are used. This dissertation focuses on the 1-lepton
channel. The detail of the ETmiSS trigger is described in elsewhere [49].

4.2 Simulation of pp collisions

The interesting physics process with high energy transfer can be written by Feynman diagrams and
calculated with a perturbative theory. The final states often involve quarks or gluons (partons) which

Table 4.1: pr thresholds in GeV for single-lepton trigger used in 1-lepton channel. The thresholds shown in
bold fonts are required to pass the isolation criteria.

Data period | electron trigger | muon trigger
2015 24, 60, 120 20, 50
2016 26, 60, 140 26, 50
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have colour charge and then result in emitting gluons, splitting quark-antiquark pair, repeating them
until some energy scale (parton shower). Consequently they are hadronised into the stable and colour
neutral particles. In addition to these processes, since protons are composite, the other partons than
the hard scattering partons also interact each other. For these calculation of the non-perturbative
phenomena, certain models and experimental results are used. Therefore, in order to simulate the
proton-proton collision, several steps are needed to be taken into account. The first step simulates the
hard scatter interaction written in Feynman diagrams by calculating the matrix element analytically
at a fixed order. The second step simulates soft gluon radiation and parton showering by perturbative
QCD up to hadronisation energy scale (O ~ 1 GeV). The third step make use of the phenomenological
models to simulate the hadronisation because it cannot be calculated analytically by perturbative QCD.
On top of it, the underlying and pileup events are overlaid. The generated events are passed into
the detector simulation to simulate interactions of particles with detector materials and the detector
response from the particles. This section describes the overview of the procedures.

4.2.1 Event generation

The event simulation begins with the physics process associated with the high energy transfer. At
the high energy, the partons can be described as asymptoticly free. The cross section of a physics
process to produce a particle X from two partons a and b in the protons is described by:

1 1
Gppﬁxzz fo dx, fo dxp fa(Xas 15:) i (Xby 113)0 ab—sX (XaDas XbPbs Hgs 13, 4.1)
a,b

where f;(x;, ,u%,) is the parton density function (PDF) for a parton i with the momentum fraction
X;, MF is the factorisation scale, ug is the renormalisation scale. This process is illustrated in
Fig. 4.1. The sum computes over all the possible combination of partons a and b to produce the
particle X. The PDF is the probability to find a parton i with the momentum xP in a proton with
momentum P when a proton is probed at the energy scale yur. The PDF cannot be described by
a perturbative theory but is determined by the experimental results. The PDF sets from the groups
of CTEQ [119], NNPDF [120], and MSTW [121] are used exclusively in the LHC experiments.
Tab-xXaPa> XbPbs ,u%e, ,u%) is the cross section of partonic process involving the calculation of
scattering matrix for the initial and final state at a fixed order. The total cross section depends on
the factorisation scale ur and renormalisation scale ug. The factorisation scale is related to the
boundary at low energy scale between the perturbative and non-perturbative theory in the QCD. The
renormalisation scale is the scale at which physics quantities such as the running coupling constant
is renormalised. These energy scales can vary the characteristic quantities in the physics process
such as the sum of the momentum of the out-going particles. The uncertainty is estimated from the
deviation of the cross section when the scales are varied.

The matrix element is calculated by the generators such as PowneG-Box [122-125]. The final state
calculated on the generator includes partons with high energy scale Q. The initial scale Q is referred
to as resummation scale. At such an energy scale, the partons can radiate gluons or partons. The
gluons can radiate gluons or split into quark-antiquark pairs. The process (“parton shower”) continues
up to a certain energy scale referred to as hadronisation scale around 1 GeV. The hadronisation is not
described with perturbative theory but with the phenomenological models in the LHC experiments:
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Figure 4.1: Illustration of a example of the hard process to generate a particle X from parsons a and b. A
parton a (b) has a four-momentum x, P, (x5 Pp) in a proton p with a momentum P, (Pp).

Lund String Model [126, 127] or Cluster Model [128, 129]. The Pytnia [130] generator is used to
describe the parton shower and hadronisation with the string model, while the HErwi1G generator [131]
is used for the same purpose and employs the cluster model for the hadronisation. These generators
also describe the other soft activities such as multiparton interaction (MPI) and pileup. The MPI is
the interactions between the partons in the same protons which did not participate in the hard process.
The pileup is the interactions between the other protons than the ones for the hard process in the same
or neighbouring bunch crossing.

4.2.2 Detector simulation

The event generator produces four-vectors for all the generated particles referred to as generator level
or true particles. In reality, these generated particles interact with the detector material including the
sensors of all the subdetectors and their supporting structures. The interaction between the particles
and the material is modelled with the GEanT4 simulation [87, 88]. It simulates the energy deposits
of the particles in the detectors, which are converted into the digital information just exactly in the
same way as the read-out system does. The digital information passes through the emulators of the
central data acquisition system and trigger logic, and then stored as raw data in the same way as the
observed data is done.

81






5 Signal and background modeling

This section describes various backgrounds and signals modelling in Monte Carlo simulation used
for background estimation and interpretation of the final results to new physics theories beyond the
standard model. The BSM scenarios considered in this analysis are the pair production of vector-like
top quark and four-top-quark production. The detail of simulation is described in Section 5.1. After
applying the preselection and event categorisation described in Section 7.1 and 7.2, the dominant
background is t7+jets. Other small contributions come from single-top production, a vector boson
V(V = W, Z) production associated with jets (V+jets), diboson (WW, WZ, ZZ) production and a
vector boson or SM Higgs boson production associated with ¢ pair (1fV, t7H). Multijet production
has also a small contribution to the backgrounds after preselection due to the misidentification of
a jet or photon as an electron or the presence of non-prompt lepton from a heavy flavour hadrons
containing bottom or charm quarks decaying semileptonically. This background is estimated by a
data-driven method. The detail of background modelling is written in Section 5.2. In addition, all the
common modelling to signal and background, e.g. the pileup contribution and detector simulation,
are described in Section 5.3.

Table 5.1: List of the MC samples used in this analysis. The SHERPA generators for W /Z+jets and Diboson
events employ the ME+PS@NLO prescription [132] and a dedicated parton shower tuning developed for
SHERPA.

Process Generator Cross section Tune PDF set
VLQ Protos NNLO QCD, NNLL Al4 NNPDF2.3 LO
SM ritt MADGRAPHS LO Al4 NNPDF2.3 LO
EFT ritt MADGRAPHS LO Al4 NNPDF2.3 LO
2UED-RPP MADGRAPHS/BRIDGE LO Al4 NNPDF2.3 LO
tt+jets PowHnEG-Box NNLO QCD, NNLL  P2012 CT10
W/ Z+jets SHERPA NNLO QCD Suerpa  NNPDF3.0NLO
t-channel ¢ PowHnEG-Box NNLO P2012 CT10f4
s/Wt-channels ¢ PownEG-Box NNLO P2012 CT10
Diboson SHERPA NLO SHERPA CT10
tr+V/H MG5_aMC NLO Al4 NNPDF3.0NLO
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Figure 5.1: Feynman diagram for the main target of this search, where one vector-like top quark produced in
pair via strong interaction decays to Higgs boson and SM top quark and the other decays to any pair of a boson
and a third-generation quark.

5.1 Signal modeling

This section describes the simulation models of the BSM scenarios: the pair production of VLT and
four-top-quark production.

5.1.1 Vector-like quark pair production

The cross section of the pair production depends on only the mass and is calculated by Topr++
v2.0 [133] at next-to-next-to leading order (NNLO) in QCD including resummation of next-to-next-
to-leading logarithmic (NNLL) soft gluon terms [134-138] with MSTW 2008 NNLO [121, 139] set
of parton distribution functions (PDF) as shown in Figure 1.8 (a). It also shows that the cross section
at v/s = 13 TeV increases drastically by a factor of more than 10 compared to that at \/s = 8 TeV
for VLQ mass above 900 GeV. The cross section varies from 1.16 pb at the mass of 600 GeV to
11.7 b the mass of 1.2 TeV with around 10% uncertainty. Theoretical uncertainties are derived from
variations on the factorisation and renormalisation scales as from uncertainties on the PDF and ay.
The last two uncertainties are calculated by the PDF4LHC prescription [140] with the MSTW 2008
68% CL NNLO, CT10 NNLO [119, 141] and NNPDF2.3 5f FFN [120] PDF sets.

Figure 5.1 shows the Feynman diagram for the main target of this search, where one VLQ produced in
pair decays to Higgs boson and SM top quark and the other decays to any pair of a boson and a third-
generation quark. MC signal samples are generated with the LO generator Protos v2.2 [142] using
the NNPDF2.3 LO [120] PDF set and PytHia 8.186 [84] for parton showering and fragmentation.
The cross section is normalised to the Top++ prediction described above. For the underlying events
description, the A14 [143] set of optimised parameters with the NNPDF2.3 LO PDF set for description
of multiparton interaction and parton shower in PyTH1AS8 is used. In the production step, VLT is set to
decay to each mode Wb, Z¢, Ht with artificial branching ratio of 1/3 assuming SU(2)-singlet model.
The signal events with desired branching ratio are obtained by reweighing events with BR(T — X)
X BR(T — Y) /(1/3-1/3), where X and Y represent any decay mode of Wb, Zt or Ht.

On the other hand, in SU(2)-doublet or triplet cases where two or more VLQs are added into the
SM, the event kinematics can differ from those in singlet. In the weak charged current, the additional
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Figure 5.2: Electron pr distribution for the mvy1 = 700, 950, 1200 GeV in SU(2) singlet and doublet models.
The values in the legend represent the acceptance, the probability of a generated event to pass the preselection
defined in Section 7.1. The bottom panel show the ratio of electron pt between SU(2) singlet and doublet.

coupling with right-handed particle TR — W* B causes the different helicity of W boson, while it
cannot occur in the singlet model since the singlet model introduces only one VLQ into the SM. At
the centre-of-mass system of W boson, the W boson with the different helicity results in the reverse
angular distribution of decay products from the W boson. Consequently the lepton and jet pr and
ETmiSS in the doublet model can vary from those in the singlet model. In order to compare the event
kinematics, additional signal samples with myprr = 700, 950, 1200 GeV assuming SU(2)-doublet
model are generated. Figure 5.2 shows electron pr distribution for the three mass points in the
singlet and doublet models. The distribution varies especially for low pr range as expected from
the discussion above. Figure 5.2 also shows the acceptance of each mass point which represents the
probability of a generated event to pass the preselection defined in Section 7.1. The acceptances are
consistent among the singlet and doublet for each mass point. Other comparison plots are shown
in Appendix A. All the comparisons conclude that the kinematic difference caused by the different
chirality of singlet and doublet couplings is negligible because the final discriminating variable is
the scalar sum of transverse momentum of all objects (see Section 7) and then not sensitive to the
difference. Therefore, signal events with any branching ratio are obtained by the weights using
SU(2)-singlet samples.

In all the samples including signals and backgrounds, SM top quark and Higgs boson masses are set
to 172.5 GeV and 125 GeV, respectively.

5.1.2 Four-top-quark production

The four-top-quark production in several BSM scenarios involving a new heavy vector particle strongly
coupled to the right-handed top quark like top quark compositeness [39-41] or Randall-Sumdram
extra dimension [144] is simply described via an effective field theory (EFT) with a four-fermion
contact interaction [57] (Figure 5.3 (b)).
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Figure 5.3: LO Feynman diagram of four-top-quark production in the SM (a), the BSM scenarios of contact
interaction (b) and 2UED-RPP (c).

The samples of four-top-quark production shown in Fig. 5.3 are generated with the MADGRAPHS [145]
LO generator ! and NNPDF2.3 LO PDF set passed to PyTHia 8 2 and A14 tune [146]. The production
cross sections for SM and EFT are normalised to 9.2 fb and 928 fb assumed |Cy/A2| = 47 TeV 2,
respectively. For 2UED-RPP, BrIDGE [147] generator is used to model the cascading decays of the
pair-produced excitations from tier (1,1) generated by MapGrapu5. Constraints for tier(2,0) and
(0,2) can be derived from those for tier(1,1) together with the theoretical cross sections.

5.2 Background modeling

This section describes the simulation models of the SM backgrounds.

5.2.1 tt+jets background

The t7+jets events are generated with the next-to-leading order (NLO) generator PowHEG-Box
2.0 [122-125] and CT10 PDF set [119]. The top quark mass m, and decay mode are set to
mp = 172.5 GeV and t — Wb, respectively. For the nominal samples, the hguynp parameter in
PownEG-Box is set to my,. This parameter is in charge of controlling the matrix element to parton
shower matching and effectively regulates high-pr radiation against ¢f system. This setting is known
to show good agreement on the pr of 77 system between data and MC simulation at /s = 7 TeV [148].
The generated events are interfaced to the Pythia 6.428 [130] with CTEQG6L [149] PDF set and the
parameter tune of parton shower and underlying events for PyTHia, Pergia 2012 (P2012) tune [150].
The alternative t7+jets samples are simulated to evaluate the systematic uncertainty, which are de-
scribed in Section 8.4. The events are normalised to the theoretical cross section of 832fg‘? pb
computed with Tor++ at NNLO in QCD and resummation of NNLL soft gluon terms. #f+jets
events are orthogonally classified with the flavour content of the additional jets out of ¢7 process
into the one involving at least one b-flavour jet (t7+>1b), the one involving at least one c-flavour jet

I The versions of 2.2.2,2.2.3 and 1.5.14 are used for the SM, EFT, and 2UED-RPP, respectively
2 The versions of 8.186, 8.205 and 8.186 are used for the SM, EFT and 2UED-RPP, respectively
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(tt+>1c), and the remaining one including no additional jets (¢7+lights). The purpose of this classi-
fication is to apply further correction and treat the systematic uncertainty for different topologies. For
tt+>1c and t7+lights, the events are reweighed to top pr distribution predicted at NNLO accuracy
in QCD [151, 152]. For tf+>1b, the events are not applied with top pr correction, which instead
are reweighed to the NLO prediction in 4FNS of ¢f+>1b with parton showering [153], computed
with SHERPA+OPENLoOOPs [154, 155] and CT10 PDF set. The detail on the #f+jets is described in
Ref. [49].

5.2.2 W /Z +jets background

V+jets (V = W/Z) events are generated with the SHERPA v2.2 [154]. The matrix-element calculation
is performed using up to two patrons at NLO and up to four partons at LO with the tree-level cal-
culator Comix [156] and the scattering-amplitude calculator involving one loop OpexLoops [155].
The generated events are passed to the SHERPA parton shower [157] with ME+PS@NLO prescrip-
tion [132]. The CT10 PDF tuned for SHErPA is used for the PDF information. V+jets events are
separated into the one filtered with a b-jet (V+>1b+jets), the one filtered with a c-jet and vetoing
b-jets (V+=1c+jets), and the one vetoed b- and c-jets (V+light-jets). The events are normalised to
the NNLO theoretical cross section in QCD with FEWZ [158].

5.2.3 Single-top backgrounds

Single-top events are generated separately for each process of Wt, s-channel, and #-channel. The
Wt and s-channel events are generated by the PownEG-Box 2.0 generator with CT10 PDF set. The
Wt events can be double-counted with 7 events beyond LO calculation. This overlap is avoided
by removal of #f pair production from Wt process, so-called "diagram removal" scheme [159].
The detail of this procedure and systematic uncertainty are described in Section 8. The ¢-channel
events are generated by the PowneG-Box 2.0 with the four-flavour scheme for calculation of the
NLO matrix element and the fixed four-flavour CT10f4 PDF set [119]. These generated events are
passed to the PyTHia 6.425 with CTEQ6L1 PDF set and P2012 tune for modelling of parton shower,
hadronisation, and the underlying events. The single-top samples are normalised to the approximate
NNLO theoretical cross section [160-162].

5.2.4 Diboson background

The WW /W Z | Z Z+jets events are generated with SHERPA 2.1.1 and CT10 PDF set, involving at most
four electroweak vertices. The matrix element calculation is performed with zero additional parton
at NLO only for loop contribution and at most three additional partons at LO. In the final state, one of
the vector bosons is set to decay leptonically and the other is set to decay hadronically. The samples
are normalised to the NLO theoretical cross section provided by SHERPA.
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5.2.5 tt + V and tf + H backgrounds

The #f + V and tf + H events are generated with MG5_aMC 2.3.2 with NLO matrix elements and the
NNPDF3.0NLO PDF set [163]. The generated samples are interfaced to PytHia 8.210 and the A14
UE tune. The 7 + V samples are normalised to the NLO cross section calculated with MG5_aMC.
The tf + H samples are normalised with the NLO cross section [164—-168] and the branching ratio of
SM Higgs boson computed with Hpecay [169].

5.2.6 Multijet background

Multijet events produced via QCD can contribute to the backgrounds through the physics process
or detector effects. For electron channel, non-prompt electrons from semileptonic decay of b- or
c¢- hadrons or from photons decaying to electron-positron pair can pass the criteria of electron. In
addition, jets with large fraction of their energy deposited in the electromagnetic calorimeter can
be reconstructed and mis-identified as an electron. For muon channel, non-prompt muons from
semileptonic decay of b- or c- hadrons or jets having very high momentum and penetrating the
hadron calorimeter can be reconstructed and mis-identified as a muon. While the probability of these
events to pass the preselection and event categorisation is very low, the production cross section of
the multijet background is much higher than the main background processes listed above. Since it is
difficult to simulate all the processes of multijet events that contribute to the total backgrounds with
enough statistics, it is estimated by a data-driven method, called Matrix Method [170]. It estimates
the multijet backgrounds by making use of the differences of lepton identification efficiency between
real and "fake" leptons. To use it, the two samples have to be prepared: a tight sample which contains
events with leptons passing the same criteria used in the analysis, and a loose sample which contains
events with leptons passing looser criteria on the identification and isolation requirements described
in Section 3.3 and is expected to include more fake leptons than the tight sample. The number of
events in the tight sample and loose sample, Nijgne and Nioose respectively, can be written as:

N 1 1 Nreal
( NZ;::) = ( Greal Efake) ( 1\]11%%%6) ’ (51)

loose

where the variables are explained below.

* Night(loose) : The number of events in the tight (loose) sample

o ¢realfake) - The probability of a real (fake) loose lepton to pass the tight requirements. It

depends on the lepton kinematics and event topology like jet multiplicity.

. Nreal(fake) .

| The number of events with a real (fake) lepton passing the loose requirements
00se

The values of erealfake) gre computed with MC simulation, described later. Also, Nijght and MNigose
are obtained in this analysis. Consequently, the estimated number of events with a tight and fake
lepton(Ntfi*;ft = eftke . Nfike ) s determined by solving Eq. (5.1) analytically:

fake
€
Nfake _

real .
tight — ereal _ fake (6 * Nioose — Ntlght) . (52)
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From this equation, Ntflagl;let is found to be obtained by summing events with the weight:

Gfake
(e - 57), (5.3)

Wi = Ereal _ éfake
where 6; = 1(0) for the events with a tight (loose) lepton.

real

The efficiency €
preselection. The average e

is estimated from the MC simulation with the same SM processes as found in the
real j5 ~ 97% (~ 99%) for electrons (muons).

The efficiency €€ is estimated from the data with a control region. The requirements on an event
for the control region are listed below:

* Containing exactly one lepton passing Loose criteria

* Containing no different flavour leptons passing Tight criteria

* Having E%"iss < 20 GeV and E%“ss + m¥v < 60 GeV, where m}V is the transverse mass of E{I‘iss
and the lepton computed as:

m¥ = \/2plTE$ﬂSS(1 _ cos Ad). (5.4)

* Containing at least 4 jets and at least 1 b-jet

These requirements are designed in order to enrich the multijet background in the data. The efficiency
€' 5 inclusively derived from the control region, and then the average € is ~ 77%(73%) for
electrons (muons).

In order to validate the multijet background estimation, the data and the background estimation are
compared. The events are required to contain one lepton, at least four jets, one b-jet, E%“SS < 20 GeV
and EIF"iSS + m¥v < 60 GeV. These requirements are designed to enrich the multijet background in
data. Figure 5.4 shows comparison of lepton pt between data and the background estimation. It is
found that the estimated backgrounds are consistent with data within ~ 10% for both electron and
muon channels. The validation of multijet background estimation is performed by selecting events
with the number of jets and b-jets, values of E%‘i“ and m¥v Appendix B shows the set of validation
plots comparing kinematic variables between data and the estimated backgrounds. It concludes that
the multijet background is estimated within 50% accuracy and the multijet events can be neglected in
the signal sensitive categories and higher meg range where the signal events are expected to populate.
The uncertainty of the estimation is described in Section 8.

5.3 Common modelling and simulation to all the signals and
backgrounds

All the signals and backgrounds samples use Puotos 3.22 [171], Tavora [172], and EvTGEN [173]
to simulate photon radiation, T decays, and heavy flavour hadron decays, respectively. Minimum-bias
events are simulated with PyTHia 8.186 generator with the MSTW 2008LO PDF set and the A2 tune.
They are added after generation of events according to the luminosity profile of the recorded data. The
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Figure 5.4: (a) Electron and (b) muon pr distribution in the events requiring at least four jets, one b-jet,
E%“SS < 20 GeV, E;“iss + m¥v < 60 GeV. The multijet background (gray) estimated by the Matrix Method and
the other background estimation by MC (filled histograms) are consistent with data (black marker).

pileup contributions within the same bunch crossing as the hard-scatter process are taken into account
in this way. The other pileup contributions within the neighbouring bunch crossings are modelled
in the same way, but simulating the time response of the readout electronics. Produced samples are
passed to the simulation of detector geometry and response with GEANT4. All the simulated samples
are processed by the same reconstruction procedure as data and are applied with correction for the
trigger and particle identification efficiency, energy scale and resolution to match with data.

5.4 Tag-rate-function method

This analysis requires a lot of jets and b-jets in an event. Normally only the events passing the
requirements are used to estimate the backgrounds and signals. However this largely reduces the
amount of MC statistics available for the background estimation. In the MC samples, there are not
enough statistics for the parameter phase where the backgrounds are expected to be depleted while
the signals are populated. It effectively leads to a loss of sensitivity for the signal due to the large
statistical uncertainties, and it could also cause the bias in the estimation. In addition to them, with
low statistics, the systematic uncertainty cannot be estimated precisely.

The problem is caused by the fact that the events which do not pass the requirements are not used
for the estimation. The tag-rate-function (TRF) method is introduced to solves it. In TRF method,
the probability of an event to pass the requirements is computed and applied in the event as weight,
instead of retaining or discarding the event. Thus, all the events are utilised for the background
estimation with TRF method. This analysis employs TRF method only for b-tagging criteria after
applying kinematic cuts on jets. Indeed, the probability of an event to contain exactly one b-jet, Py,
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is computed by using the tagging efficiency € for a given jet:

N
Py = e (]_[(1 - ej)), (5.5)

i=1 i

€ E(l?jet, T]jet’ ftruth), (56)

where N is the number of jets in a given event. the tagging efficiency e is parametrised by the jet pr
(pJTet), the jet n (171"), and the true jet flavour (f™h),

The TRF does not use all the variables handled for the b-tagging algorithm such as impact parameters
of tracks and displaced vertices in jets. Therefore it is necessary to check the difference of kinematic
distributions between in TRF and in the normal way, referred to as direct tagging (DT). The validation
is performed by using the dominant background of ¢t7+jets samples. Figure 5.5 shows the leading
b-jet pr in one background dominant category (0T, OH, >6j, >4b) and one signal sensitive category
(=2H, >6j, >4b). The definition of these categories will be described in Section 7.2. The integrated
luminosity of distributions are assumed to be 1 pb~!. In the background dominant category, the event
yield in TRF is different from the one in DT by ~ 3% above its uncertainty. But the distribution
shape are consistent with each other within a few percent. On the other hand, in the signal sensitive
category, it is seen that TRF predicts the distribution smoothly and with less statistical fluctuation
than the one in DT as expected.

In a few categories, the event yields are different between the TRF and DT. To know the impact of
the difference to the fit results, several tests are performed. All the tests and comparison plots of the
kinematic variables are shown in Appendix C. It is found that the fit results using TRF are consistent
with those using DT since the differences between TRF and DT are only at a level of a few percent. At
the same time, it is also found that TRF improves the sensitivity because of less statistical uncertainty.
In this analysis, all the backgrounds except the multijet process are estimated with TRF.
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Figure 5.5: Leading b-jet pr distributions in one background dominant category (0T, OH, >6j, >4b) and one
signal sensitive category (>2H, >6j, >4b). The definition of these categories are shown in Section 7.2. The
mean, RMS, integral values for both TRF and DT are shown in the legend at top panel. The bottom panel
shows the ratio of pt in DT to TRF.
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6 Optimisations of heavy object tagging and
event categorisation

Until Run2 in 2015, this search has used an inclusive tagger for SM Higgs boson and top quark,
requiring higher mass of large-R jets. On the other hand, the difference between VLQ signal and the
dominant background of #7+>1b is the existence of boosted Higgs boson. A boosted Higgs boson
tagger is promising to discriminate the signal from backgrounds and to improve the sensitivity. In the
first part of this chapter, the exclusive Higgs boson and top quark taggers are defined and optimised.
This analysis categorises events based on the multiplicity of jets, b-jets, Higgs-tagged jets and top-
tagged jets before statistical analysis is carried out as described Chapter 7. Thus the categorising
method also needed to be optimised, which are described in the last part of this chapter. Re-clustered
large-R jets (R = 1.0) described in Section 3 are used as the inputs for the taggers.

In order to know the improvement of the sensitivity with a certain condition, the results with new
conditions are compared with the one obtained with the same configuration as done in the previous
analysis in 2016 [49]. The integrated luminosity used for the comparison is set to be common in the
both configurations. The setting of the analysis is named here as old configuration.

6.1 Methodology of the optimisation

In order to determine the best requirements for the taggers, the requirements when they have the best
sensitivity to signals are set. The benchmarks of the VLQ signals are set to be myrr = 950 GeV
for SU(2) singlet, myrr = 1.1 TeV for SU(2) doublet, and mvyyr = 1.2 TeV for the case of the fixed
branching ratio of VLT: Br(T — Ht) = 1. These mass points are the expected exclusion limits on the
VLT mass estimated using old configuration. The optimisation starts with the tentative requirements
for the taggers and event categorisation determined from the characteristics of Higgs boson and top
quark. When each requirement is varied for a certain range by a certain step, the sensitivity is
computed at the various mass points from the fit including all the systematic uncertainties. Then,
the best requirement which has the best sensitivity to signal is selected as the final configuration,
assuming the requirements are independent and uncorrelated. The Higgs boson and top quark taggers
are optimised in these steps. After the determination of the taggers, the event categorisation method is
also optimised in the same way, starting from the tentative categorisation. The tentative requirements
of taggers and event categorisation are shown in Table 6.1 and 6.2, respectively.
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Table 6.1: List of the tentative requirements for the Higgs boson and top quark taggers. “Inclusive tagging” is
the inclusive identifier of the Higgs bosons and top quarks used in the old configuration, which is shown as a
reference.

Requirements Higgs tagging top tagging | Inclusive tagging
pT >250 GeV >350 GeV > 300 GeV
n In] < 2.0 Il <2.0 Il <2.0
mass 95 <m<140GeV m > 140GeV | m > 100 GeV

2(pr < 600 GeV),
2(pr = 600 GeV)
The number of b-jets >1 >0 >0

The number of constituents >2 >2

IA N

Table 6.2: Tentative event categorisation with the Higgs boson and top quark taggers. The names of categories
are shown in the table, where the columns are the number of top-tagged jets (Nyop) and the rows are the number
of Higgs-tagged jets (NVHiggs). For instance, the “1TOH” category is a group of the events with one top-tagged
jet and without any Higgs-tagged jets.

Ntop
0 1 >2

0 | “OTOH" | “1TOH" | “2TOH"

2: 1 | “OT1H"
“2 ITZ lHn

>2 | “OT2H"

6.2 Optimisation of Higgs tagging

Higgs tagging is important to discriminate signals from background as discussed above. In this
section, the Higgs boson tagger is defined with re-clustered jets having information of pr, mass, and
the number of constituents. The variables are illustrated in Fig. 6.1. Afterwards, the performances
of acceptance, efficiency, and fake rate are shown.

6.2.1 Determination of Higgs tagging requirements

pr requirement Assuming the Higgs boson decays to bottom quark pair, the angular separation
AR between the bottom quarks becomes 1.0 at Higgs transverse momenta of pr ~ 250 GeV,
according to calculation of AR = 2m/p. Figure 6.2 (a) shows the AR between the bottom
quarks as a function of the Higgs pr calculated at the particle level of the MC generator in the
VLT events with the mass of 1 TeV. The figure gives the confirmation that the AR becomes
1.0 (show in red dashed line) at Higgs transverse momenta of pt ~ 250 GeV. Thus, the pr
threshold should be set around 250 GeV. As the tentative pr threshold of the Higgs boson
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Large-R jet

Small-R jet
(constituent)

Figure 6.1: Variables of the large-R jets (black) used for the optimisation. The small-R jets (blue) composing
the large-R jet are referred to as constituent. The invariant mass of the large-R jet is computed from the
four-vectors of the small-R jets.

tagger is varied to pr > 200, 250,300 GeV, the sensitivity to signal is computed for each pr
threshold. The comparison of sensitivity among these requirements is shown in Fig. 6.2 (b). It
shows the ratio of the upper limit at 95% confidence level (CL) on the production cross section
for each setting to that of the result in the old configuration as a function of VLT mass with the
same integrated luminosity of 30 fb=!. In this plot, the smaller values along y-axis represent
higher sensitivity to the signal. The detail of the calculation of sensitivity and the explanation
of the confidence level is described in Chapter 9. The requirement of pr > 200 GeV has the
highest sensitivity to the signal for myrr < 1.1 TeV since it has higher signal acceptance,
while for myrr > 1.2 TeV, the requirement of pt > 300 GeV has better sensitivity to signal.
The requirement of pr > 200 GeV is chosen as the final configuration because our target on
the VLT mass is around 900 GeV in case of SU(2)-singlet model and the improvement on the
requirement of pt > 300 GeV for higher mass points are negligible comparing to that for lower
mass.

Mass requirement The large-R jet mass is a good discriminating variable of the targeting particle
from the other particles. As shown in Fig. 3.11 in Section 3.5, the Higgs boson and top
quark can be identified exclusively by the mass requirements such as 100 < m < 140 GeV for
the Higgs boson and m > 140 GeV for the top quark. In order to determine the best mass
requirements, it is needed to compute the sensitivity in two dimensions: the mass requirement
for the Higgs boson tagger and for the top quark tagger. To simplify the optimisation, the upper
threshold for the Higgs boson tagger is set to be equal to the lower threshold for the top quark
tagger. Consequently the two parameters of the lower threshold for the Higgs tagger and the
lower threshold for the top quark tagger are scanned for the ranges from 75 GeV to 105 GeV
and from 130 GeV to 150 GeV by a step of 5 GeV, respectively. Figure 6.3 shows the ratio of
the upper limit on the production cross section in two dimensional plane of the lower threshold
for the Higgs boson tagger in x-axis and the lower threshold for the top quark tagger in y-axis
for several signal models. The color contour in z-axis represents the ratio of the upper limit.
The Delaunay interpolation [174] is used to fill the intermediate area among the actual scan
points. As discussed in the ‘pt requirement’ section, smaller values along z-axis represent
higher sensitivity to signal, comparing to the reference. In the cases of SU(2) doublet and
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Figure 6.2: (a) Angular separation AR between the bottom quarks from the Higgs boson decays as a function of
the Higgs pr calculated at the particle level of the MC generator in the VLT events with the mass of 1 TeV. The
red dashed line shows AR = 1.0 where the decay products can be reconstructed as large-R jets with the radius
parameter R = 1.0. The values in each bin are normalised in a pr bin. (b) Ratio of the upper limits at 95%
CL on the production cross section with the various pr thresholds to that with the old configuration (“Summer
2016”, black dashed line) assuming the same integrated luminosity of 30 fb~!. Blue, red, and green graphs
show the sensitivity with the requirement of pt > 200, 250, 300 GeV, respectively. Smaller values along y-axis
represent higher sensitivity to signal, compared to the reference.

BR(Ht) = 1, the sensitivity is the highest at 105 < m < 140 GeV for the Higgs boson tagger
and m > 140 GeV for the top quark tagger, while in the case of SU(2) singlet, the sensitivity
is the highest at 85 < m < 140 GeV for the Higgs boson tagger and m > 140 GeV for the top
quark tagger. The difference of the branching ratio among signal models causes the difference
of the minimum points. For BR(H¢) = 1, the signal events contain only the Higgs bosons
and top quarks, while the background events contain W and Z bosons and top quarks. In
order to reduce the background contamination, the lower mass threshold for the Higgs tagger
is preferred to take higher values between Z boson and the Higgs boson masses. If the lower
mass threshold is set to higher than 105 GeV, the statistics in the categories with at least one
Higgs-tagged jet are too low to fit and compute the sensitivity stably. For SU(2) singlet or
doublet, the signal events can contain W and Z bosons as well as the Higgs bosons and top
quarks. The existence of these decay modes varies the best mass requirement to improve the
signal acceptance. When comparing the improvement of the sensitivity between the lower
threshold for the Higgs tagger of 85 GeV and 105 GeV with the lower threshold for the top
quark tagger fixed at 140 GeV, the former requirement improves the sensitivity by ~ 1% for
SU(2) singlet but loses the sensitivity by at least ~ 2% for SU(2) doublet and BR(H¢) = 1. The
same set of plots are produced in VLT signals with the different mass points and in 2UED-RPP
model with the different mass points, shown in Fig. D.1 in Appendix D. They show that the
results in VLT signals with the different mass points have a similar tendency as shown in
the figure and the requirements do not drastically affect the sensitivity to 2UED-RPP models.
Thus, the requirement of 105 < m < 140 GeV for the Higgs tagger and m > 140 GeV for the
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Figure 6.3: Ratio of the upper limits at 95% CL on the production cross section with various mass requirements
to that with the old configuration (“Summer 2016”) at the same integrated luminosity of 30 fb~!. In order
from left to right, the results with SU(2) singlet and myrt = 950 GeV, SU(2) doublet and mvyrr = 1.1 TeV,
and BR(H?t) = 1 and mypr = 1.2 TeV are shown. The colour contour in z-axis represents the ratio of the
upper limit. The lower threshold for the Higgs boson (top quark) tagger in x(y)-axis is scanned for the range
from 75 (130) GeV to 105 (150) GeV by a step of 5 GeV. The Delaunay interpolation [174] is used to fill the
intermediate area among the actual scan points.

top quark tagger is chosen as the final configuration.

The number of constituents requirement Considering the bottom quark pair decay of the Higgs
boson, the large-R jet originating from the Higgs boson should have two constituents associated
with the b-jets. The combinatorial backgrounds such as large-R jets formed by a few jets from
pileup or radiations can have more than two constituents. Thus, the requirement on the number
of constituents is effective in reducing the fake rate. As shown in Fig. 6.2 (a), the angular
distance between the bottom quarks from the Higgs decays AR(b, b) is larger than 0.4 for
pr < 600 GeV, resulting in two constituents inside the corresponding large-R jet. The value
of 0.4 corresponds to the radius parameter of the small-R jet. Thus the two energy clusters
with AR > 0.4 are individually reconstructed as small-R jets. In contrast, for pr > 600 GeV,
the AR(b, b) is less than 0.4. This situation leads to that the close-by two energy clusters
are merged and reconstructed as one small-R jet, and then the corresponding large-R jet has
only one constituent. This transition of constituent with the pr in the signal events of SU(2)
singlet and the mass of 1 TeV is shown in Fig. 6.4 (a). From this result, the requirements on
the constituents should depend on pt. Especially, the allowance of single constituent inside a
large-R jet should improve the signal acceptance with highly boosted Higgs bosons.

To determine the best requirement, the sensitivity is computed with the various requirements
shown in Table 6.3. Figure 6.4 (b) shows the ratio of the upper limit at 95% CL on the
production cross section with the requirements as done in pr threshold. The requirements B
and C have worse sensitivity especially for higher mass signals in which the Higgs bosons from
VLT decays have higher momentum. It is caused by losing highly boosted Higgs bosons which
are reconstructed as single constituent large-R jets. The requirements A1l and A2, which allow
for the single constituent only for high pr, have higher sensitivity as expected. The requirement
A2 is chosen as the final configuration since it has the best sensitivity for all the mass points.
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Figure 6.4: (a) Number of constituents as a function of large-R jet pt for the SU(2)-doublet VLT signal events
with the mass of 1 TeV. In the signal events, the large-R jets are required to match to the Higgs boson decaying
to the bottom quark pair by AR(large-R jet, Higgs boson) < 0.75. The values along z-axis are normalised to
unity every pr bin. (b) Ratio of the upper limits at 95% CL on the production cross section with the various
requirements on the number of constituents to that of the old configuration (“Summer 2016”), setting the
same integrated luminosity of 30 fb~!. The detail of each requirement is described in the main body. The
requirements of Al (blue), A2 (red), B (green), and C (magenta) are shown in Table 6.3. The SU(2) doublet
is used for calculation of the sensitivity.

Table 6.3: The various requirements on the number of constituents for the optimisation.

Name The number of constituents
= 2 for pr < 600 GeV

Al < 2 for pr > 600 GeV

A2 = 2 for pr < 500 GeV
< 2 for pr > 500 GeV

B =2

C >2
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Requirement of b-jet multiplicity The large-R jets originating from the Higgs bosons can contain
at most two b-jets. The requirements of b-jets inside a large-R jet can be helpful to reduce the
fake backgrounds since the radiation or pileup jets do not often include b-jets. At the same
time, the b-tagging efficiency is 77% and depends on small-R jet pr; typically it decreases for
high pr range. It may result in the degradation of the sensitivity because of the reduced signal
acceptance. Therefore it is necessary to check the sensitivity with or without the requirement
of b-jet multiplicity. Then the comparison of the sensitivity between with >1 b-jet and without
b-jet requirement is shown in Fig. 6.5. It shows removal of the requirement on b-jet multiplicity
improves sensitivity to signal. As discussed above, without b-jet requirement, the tagger will
have more fake backgrounds, while it can identify the Higgs boson from other hadronically
decaying modes such as H — WW — gqgqq. In total, the removal of b-jet requirement
improves the signal acceptance and leads to better sensitivity.

Finally the requirements for the Higgs boson tagger are fixed by determining the best requirement
for each variable as discussed above. Table 6.4 shows the final set of the requirements for the Higgs
tagger.

6.2.2 Performance of the Higgs boson tagger

This section shows the performance of Higgs boson tagging defined in the previous section. The
preselection of 1-lepton channel described in Section 7.1 is applied for all the results shown here.
To avoid biases for the evaluation of the performances, the following requirements are applied in the
Higgs boson at the particle level:

o |pHizes| < 2.0

. |ndaughter| <25
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Table 6.4: The set of requirements for the Higgs boson tagger.

Variable Requirement
PT > 200 GeV
7] <2.0
mass 105 < m < 140 GeV

= 2 for pr < 500 GeV
< 2 for pr > 500 GeV
Number of b-jets N/A

Number of constituents

* AR(Higgs, others from VLQ decays) > 1.0

The first one requires that the Higgs boson distributes within the re-clustered jet coverage along
In]. The second one means that the decay products from Higgs bosons distributes within tracking
coverage. In addition, if a Higgs boson exists nearby the other decay products of VLT such as boosted
top quarks, the performance can have biases. Therefore, the third one requires the isolation among
VLT decay products. The large-R jets satisfying the angular distance between the large-R jet and
a Higgs boson AR( large-R jet, Higgs) < 0.75 are considered as the object matching to the Higgs
boson. The target of this analysis is assumed to be Higgs bosons decaying to bottom quark pair. As
the Higgs bosons have other decay modes like WW, 77, the performances are separately presented
for bb decay mode and the other modes.

Acceptance

The acceptance A is defined by:

_ Number of Higgs bosons matching with a large-R jet

6.1
Number of Higgs bosons ©.D

It represents the probability to reconstruct a Higgs boson as a large-R jet. Figure 6.6 (a) shows
the acceptance of Higgs bosons with some criteria for SU(2)-doublet VLT signal with the mass of
1.2 TeV. The large-R jets with only |77| cut (black line) shows around 100% acceptance of H — bb
for pr > 400 GeV. Even for the other decay modes (Fig. 6.6 (b)), the acceptance is around 80% in the
case of large-R jets with only |n| cut. In total, around 90% Higgs bosons are inclusively reconstructed
as a large-R jet. In the case of large-R jets satisfying the mass requirement shown in blue lines and
all the Higgs tagging requirements shown in red lines, the acceptance is around 50% (30%) for the
bottom quark pair decay (the other decays). By comparing the acceptances among the requirements,
the mass requirement is found to decrease the Higgs boson tagging efficiency especially for the other
decay modes. In the other decay modes, the large-R jets have higher possibility to be measured as
lower mass than the tagging requirement because of the leptonic decay modes of W bosons or 7
leptons. The detail of the efficiency is described in the ‘tagging efficiency’ part. Overall, ~ 45%
Higgs bosons are found to be identified as the Higgs-tagged jets.
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Figure 6.6: Acceptance of Higgs bosons, the probability to reconstruct a Higgs bosons as a large-R jet passing
some criteria for VLT SU(2)-doublet signal with the mass of 1.2 TeV in (a) H — bb decay mode, (b) the other
decay modes such as H — WW, and (c) all the decay modes as a function of Higgs boson pr. The definition
of the acceptance is shown in Eq. (6.1). Black, green, blue, and red graphs show the acceptance of the large-R
jets with only || cut, passing the pr requirement, the pr and mass requirements, and all the criteria of the
Higgs boson tagger, respectively.

Tagging Efficiency

The tagging efficiency & is defined by:

_ Number of large-R jets matching with a Higgs boson and tagged

&E
Number of large-R jets matching with a Higgs boson

(6.2)

It represents the probability that the large-R jets matching with Higgs bosons pass all the Higgs
tagging requirements. Figure 6.7 shows the tagging efficiency for SU(2)-doublet VLT signals with
the two masses of 1.0 and 1.2 TeV. For pr > 400 GeV, the efficiency is around 50% (45%) in H — bb
decay mode (the other decay modes) for both signal mass points. In addition, the pr dependence of
the efficiency is shown. The pr dependence can be caused by the two requirements on the constituents
and mass. In order to understand the pr dependence, the efficiency is computed with separating the
variables as follows.

To understand the pr and constituent dependence of the efficiency, the efficiency is factorised with
the number of constituents as below:

tagged st tagged
&= Ivjets _ cozns:t ]Vjets(i) jets(@) (6 3)
Njets 7 ]Vjets ]Vjets(i) ’ ‘

where Nijes is the number of large-R jets matching with a Higgs boson, the number 7 reqresents the
number of constituents, and “tagged” represents the large-R identified with the Higgs boson tagger.
The first factor in the right side represents the probability of large-R jets to have i constituents,
Njets(iy / Njets» which is shown in Fig. 6.4. From the plot, around 70% of the large-R jets matching with
a Higgs boson have two constituents for 400 < pr < 500 GeV and one constituent for pt > 700 GeV.
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Figure 6.7: Tagging efficiency of the Higgs boson tagger, the probability that the large-R jets matching with
Higgs bosons pass all the Higgs tagging requirements, as a function of large-R jet pr in (a) H — bb decay
mode, (b) the other decay modes, and (c) all the decay modes. The definition of the tagging efficiency is shown
in Eq. (6.2). The VLT signal events of SU(2) doublet with the two masses of 1.0 (blue) and 1.2 (red) TeV are
used.

The second factor in the right side represents the probability of large-R jets with i constituents to
be tagged as Higgs bosons, which is shown in Fig. 6.8 (a). In case of two constituents, the tagging
efficiency shown in Fig. 6.8 (a) reaches at ~ 80% for 400 < pr < 600 GeV and decreases for higher
p1, while in case of one constituent, the efficiency increases from ~ 35% at pt = 500 GeV to ~ 70%
for pr > 600 GeV. Therefore, the combination of the two components is found to reproduce around
50% efficiency for the range of 400 < pr < 500 GeV shown in Fig. 6.7.

To further understand the efficiency, the large- R jet mass distributions with the different pr ranges and
the different number of constituents are shown in Fig. 6.8 (b). The mass distributions have a peak at
around 125 GeV expected from the Higgs boson mass and broader width than the mass requirements.
The broader mass distribution is found to cause around 80% efficiency with two constituents. In
addition, the mass distribution with one constituent for 800 < pr < 1000 GeV (red) is similar to the
one with two constituents for 400 < pr < 600 GeV (green) because highly boosted Higgs bosons can
be reconstructed as a large-R jet with single constituent. On the other hand, the mass distribution
with two constituents for 800 < pr < 1000 GeV (blue) is shifted to higher range compared to the
others. It leads to lower efficiency for higher pr in case of two constituents. This shift can be caused
by a mixture with jets other than Higgs boson decays.

In order to investigate the mass shift, the large-R jets matching with a Higgs boson are classified by
the following steps:

1. Classifying the large-R jets based on the number of the bottom quarks from Higgs boson decay
at a particle level. Here, the particles at the MC generator level are referred to as frue particles.
The true particles satisfying the angular distance of AR < 1.0 between a large-R jet axis and
the true particle are considered as the ones matching with the large-R jet. In the classification,
the angular distance between the true particles is also considered since the particles very
close to each other are reconstructed as one small-R jet. For instance, the case of two true
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Figure 6.8: (a) Higgs tagging efficiency with one (two) constituent(s) for VLT SU(2)-doublet signals with the
mass of 1.2 TeV shown in green (blue) as a function of large-R jet pr. (b) Large-R jet mass distribution with
two constituents for the different pt ranges of 200 < pt < 400 GeV (black), 400 < pr < 600 GeV (green),
800 < pr < 1000 GeV (blue), and with one constituent for 800 < pt < 1000 GeV(red) in the VLT signal
events of SU(2) doublet and the mass of 1.2 TeV.

Table 6.5: Classification based on the number of bottom quarks from Higgs boson decays at a particle level
and the number of constituents inside a large-R jet. “Merged” or “Resolved” classes are split by the angular
distance between the true particles AR < 0.4 or AR > 0.4, respectively.

Number of true particles

Number of constituents

1
! >2

1

2 (Resolved) 2
>3

1
2 (Merged) )

particles contained inside a large-R jet is classified further into “Merged” or “Resolved” based
on the angular distance between the true particles AR < 0.4 or AR > 0.4, respectively. This
classification means whether the subjets are close to each other or well-separated.

2. Further classifying the large-R jets based on the number of constituents.

The classification has 7 classes in total and summarised in Table 6.5. Figure 6.9 illustrate the
classification. In the following, only the H — bb decay process is considered.
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Figure 6.9: Illustration of the classification based on the true particles and constituents. Firstly, large-R jets are
classified based on the true partons (green) as shown in top figures. Secondly, they are classified based on the
constituents (blue) as shown in bottom figures. The classification of two “Resolved” partons is shown as an
example.

Figure 6.10 (a) shows the large-R jet mass distributions of each class for the pr range of 200 < pr <
1500 GeV. Here, only the classes with two true particles are shown. Red graphs show the cases where
large-R jets have the equivalent number of subjets corresponding to the two bottom quarks. They
have a clear mass peak at the Higgs boson mass. Green and blue graphs show the cases where the
large-R jets contain additional subjets and the case where they contain less subjets than the two bottom
quarks, respectively. They have higher or lower mass contribution as expected. Figure 6.10 (b) shows
the tagging efficiency of each class as a function of large-R jet pr with the same color scheme as
Fig 6.10 (a). The red graphs are found to have around 80% efficiency. By comparing Fig. 6.8 (a) and
Fig. 6.10 (b), additional and missing jets cause the inefficiency. Especially, the efficiency of the red
color with the two constituents decreases drastically for higher pr. Consequently, the pr dependence
of the efficiency for high pr range is not caused by the additional jets.

Figure 6.11 (a) shows the mass distributions of the jets with two “merged” true partons and one
constituent for the different pt ranges. Since the mass distributions are similar, the efficiency is
assured to be stable for the high pr range. Figure 6.11 (b) shows the mass distributions of the jets
with two “resolved” true partons and one constituent for the different pr ranges. In this case, the mass
distribution for higher pr range has high mass tail, compared to the one for lower pr range. This tail
can cause the inefficiency for the high pr range. It can be caused by the pt dependence of the mass
calibration or resolution [112]. Measurements of the small-R jets such as mis-measurement of the
momentum or direction, and contaminations of jets from other source also can lead to higher mass.
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Figure 6.10: (a) Large-R jet mass distribution for each class. Dashed lines show the mass requirement for
the Higgs boson tagger. Red points show the cases where large-R jets have the equivalent number of subjets
corresponding to the two bottom quarks. Green and blue points show the cases where the cases that the large-R
jets contain additional subjets and the case that the they do not contain the two bottom quarks, respectively.
(b) Higgs tagging efficiency for each class as a function of large-R jet pr with the same color scheme as figure
(b). The definition of each class is explained in Table 6.5.
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Figure 6.11: Large-R jet mass distributions for the different pr ranges of 600 < pr < 700 GeV (black) and
900 < pt < 1000 GeV (blue) for (b) the large-R jets containing two “Merged” particles and one constituent
and (c) those containing two “Resolved” particles and two constituents.
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In summary, the tagging efficiency is estimated to be around 50%. This is basically determined by
the number of constituents and the mass distribution. For the constituents, large-R jets can have
additional subjets originating from others than the Higgs boson decay. In addition, they can miss the
jets from the Higgs boson decay products. These cause the inefficiency. For the mass distribution,
large-R jets have higher mass tail for high pr range due to the calibration or contamination of jets
from other sources. This causes the inefficiency for the high prt range.

Fake rate

The fake rate ¥ is defined by:

F - Number of large-R jets not matching with a Higgs boson and tagged

6.4
Number of large-R jets not matching with a Higgs boson ©4)

It represents the probability that a large-R jet matching originating from other particles than Higgs
bosons is identified as a Higgs boson. The large- R jets satisfying the criterion of the angular distance
between the large-R jet axis and a Higgs boson, AR > 1.25, are used for this calculation. Figure 6.12
(a) shows the fake rate as a function of large-R jet pr for the dominant background of ¢7+jets and
VLT signals of SU(2) doublet with the two masses of 1.0 and 1.2 TeV. The fake rate is around 10%
for t7+jets background and around 15% for VLT signals for all the masses. The small differences
of the fake rate between the background and the signals can be caused by the difference of the jet
multiplicity, leading to more candidates of the combinatorial fakes in the signal events. Figure 6.12
(b) shows the fake origins in the tz+jets background and VLT signal events with SU(2) doublet and
the mass of 1.2 TeV, integrating over the pr range. The dominant fake origin is found to be boosted
hadronically decaying top quarks for both #7 + jets background and the VLT signal events. The next
dominant origins for ## + jets background are found to be boosted leptonically decaying top quarks
and combination of other jets from #f decays such as the initial or final state radiation and parton
showers. Those for the VLT signal are boosted Z boson and combination of jets from VLT decays.

Purity

The purity P is defined by:

_ Number of large-R jets tagged and matching with a Higgs boson

P (6.5)

Number of large-R jets tagged

It represents the fraction of large-R jets originating from Higgs bosons out of large-R jets tagged
as a Higgs boson. All the decay modes of the Higgs boson are considered in a computation of the
purity. Figure 6.13 shows the purity of the Higgs boson tagger as a function of large-R jet pr for
SU(2)-doublet VLT signal events!. The purity is estimated to be around 70% for pr > 600 GeV in
the signal events. The purity decreases for lower pr range due to lower tagging efficiency.

! The purity is not estimated for ¢7 + jets backgrounds since the backgrounds do not include the Higgs bosons.

106



%0.77”“”“”‘H“H“H_ g 0BT T T T T T T T T T T T T
; F Preselection, 1L o ] g [ Preselection, 1L ]
£ o6l —— ti+jets s S 0.7k 3
8 Yo B w [ P, >200GeV —e— t+ets ]
o r —e— TTD 1000 GeV ] L 1
S o050 = 08, E
g r —=— TTD 1200 GeV 1 F —e— TTD 1200 GeV 1
o r 1 0.5~ =
8 04 3 F ]
T r 1 F ]
L ] 0.4~ !

0.3 . E ]

F ] 0.3 —+ E

r s ] F . ]

0.2~ - F ]

C ] 0.2~ o

01: == ] F . —— ]
- —— ¢ = i —— —— o

F e :F— 0 T - ]

o) T I AR ARV AR BUR o o G Y S B
0 200 400 600 800 1000 1200 Paq. 2. ,g'g.*zg,’s:. o, ?Wgé{toilo%o&ggk/eg 0k Prers
er, ers 0. ¢ s

Large-R jet p, [GeV] : »
(@ (b)

Figure 6.12: (a) Fake rate as a function of large-R jet py for the dominant background of 7 + jets (black) and
the VLT signal of SU(2) doublet with the two masses of 1.0(blue) and 1.2(red) TeV. The definition of the fake
rate is shown in Eq. (6.4). The large-R jets satisfying the criterion of the angular distance between the large-R
jet axis and a Higgs boson AR > 1.25 are used for this calculation. (b) Fake origins for 7 + jets background
(black) and the VLT signal of SU(2) doublet with the mass of 1.2 (green) TeV, integrating over the pt range.
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6.3 Optimisation of the top quark tagger

This section shows the optimisation of requirements for the top quark tagger. It is performed in the
same way as done for the Higgs boson tagger described in the previous section. After the optimisation
is shown, the performances are described.

6.3.1 Determination of top tagging requirements

This section describes the optimisation of the requirements in order of Large-R jet pr, its mass, and
its constituents requirements.

pr requirement A top quark decays to three quarks via hadronic W boson decay. In order to roughly
estimate the width of the jets originating from top quarks, the maximum angular distance AR
between the bottom quark and one of the quarks from W boson decay is displayed as a function
of top quark pr in Fig. 6.14 (a). It shows that the distance distributes broadly unlike that in
H — bb since the width depends on the kinematics of W boson. It is found that the width
can be 1.0 at top quark pr ~ 350 GeV, where the decay products are reconstructed with a
large-R jet. Eventually, the sensitivities are scanned for the various pr thresholds around
350 GeV. Figure 6.14 (b) shows a comparison of the 95% upper limits on the production cross
section with a few variations of pr requirements of pt > 300, 350,400 GeV. It indicates that
the requirement of pr > 300 GeV has higher sensitivity to the signal for whole the mass range
since it has higher signal acceptance. The requirement of pr > 300 GeV is chosen as the final
configuration because our target on the VLT mass is around 900 GeV in case of SU(2)-singlet
model.

Mass requirement In Section 6.2, the sensitivity is computed for each scan point in the two dimen-
sional plane of the lower mass thresholds for the Higgs boson and top quark taggers. The result
is shown in Fig. 6.3. It is found to have the best sensitivity at the threshold of m > 140 GeV for
the top quark tagger in all the VLT signal models. Therefore the threshold of m > 140 GeV is
chosen as the final configuration.

The number of constituents requirement As described in the previous section about the require-
ment on the constituents for Higgs tagging, allowance of one constituent inside a large-R jet
can improve sensitivity to signal models whose events have highly boosted top quarks. Thus,
the sensitivity is computed with the two configurations:

Option A At least two constituents for all large-R jet pr range

Option B Exactly two constituents for large-R jet pr < 800 GeV and one or two constituents
for the other pt range

Comparison of the upper limits on the cross section between the two configurations is shown
in Fig. 6.15. Figure 6.15 shows that sensitivity does not change significantly across the target
signal mass range since the probability to have events with top pt > 800 GeV is very low even
for our current targets. In addition, the uncertainty on the small-R jet mass was not available
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Figure 6.14: (a) Maximum angular distance AR between the bottom quark and one of the quarks from W boson
decay as a function of top quark pr in the SU(2)-doublet VLT signal events with the mass of 1.2 TeV. The red
line shows AR = 1 where particles from a top quark decay can be reconstructed with a Large-R jet. (b) Ratio of
the upper limits at 95% CL on the production cross section with the various pr thresholds of pr > 300 (blue),
350 (red), 400 (green) GeV to that of the configuration in Summer 2016 in the same integrated luminosity of
30 fb~!. The VLT signal events assuming SU(2) doublet are used.

Table 6.6: The set of requirements for the top quark tagger.

Variable Requirement
pT > 300 GeV
7] <20
mass m > 140 GeV
Number of constituents >2

for the whole mass range of m > 140 GeV. Therefore, the option A is chosen as the final
configuration since, in the case, the mass is computed with the energies of the small-R jets?.

The final requirements for the top quark tagger are determined. Table 6.6 shows the final set of the
requirements for the top tagger.

6.3.2 Performance of the top tagger

This section shows the performance of the top quark tagger defined in the previous section. The same
set of requirements are applied in the top quarks at a particle level as done for the Higgs tagging
performance. The large-R jets satisfying the angular distance between the large-R jet axis and a top

2 For the Higgs boson tagger, the small-R jet mass can be used. But the uncertainty on the mass for the small mass range
can be derived from the Runl measurement.
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Figure 6.15: Ratio of the upper limits on the cross section at 95% CL computed with the two kinds of the
requirement on the constituents comparing to that of Summer 2016 configuration in same integrated luminosity
of 30 fb~!.

quark AR( large-R jet, top) < 0.75 are considered as matching to the top quark. The target of the
top quark tagger is to identify hadronically decaying top quarks. Therefore, the performances of
the acceptance, efficiency, and fake rate are shown, separated to the hadronic decay mode and the
others.

Acceptance

The acceptance, the probability to reconstruct a top quark as a large-R jet which is computed similarly
as done in the Higgs bosons tagger (Eq. (6.1)), is shown in Fig. 6.16. The VLT signal events of
SU(2) doublet with the mass of 1.2 TeV are used for the evaluation. The large-R jets with only || cut
(black graphs) have around 100% acceptance of hadronically decaying top quarks for pr > 400 GeV.
They have around 80% acceptance of leptonically decaying top quarks for pr > 400 GeV. The
inclusive acceptance of top quarks is around 90%. The top-tagged jets (red graphs) have around 80%
acceptance at maximum and decrease for pr > 700 GeV. By comparing to the acceptance values
between the large-R jets with only the pr and the mass requirements (blue graphs) and with all the
requirements (red graphs), the efficiency drop for higher p is found to be caused by the requirement
on the number of constituents since a highly boosted top quark can be reconstructed as a small-R jet
and a large- R jet with only one constituent. But this acceptance drop does not largely affect sensitivity
to signals as described in Section 6.3.1. For the leptonically decaying top quarks, the acceptance is
around 10%, and then the inclusive acceptance is at most 40%.

Tagging Efficiency
The tagging efficiency, the probability that the large-R jets matching with a top quark pass all the

top tagging requirements, is computed similarly as done in the Higgs boson tagger (Eq. (6.2)) and is
shown in Fig. 6.17. The VLT signal events of SU(2) doublet with various masses of 0.8, 1.0, and
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Figure 6.16: Acceptance of top quarks defined in Eq. (6.1) as a function of large-R jet pr for VLT signals of
SU(2) doublet with the mass of 1.2 TeV in (a) hadronic decay mode, (b) leptonic decay mode, and (c) all the
decay modes. Black, green, blue, and red lines show the acceptance of large-R jets with only |;7| cut, passing
pr requirement, pt and mass requirements, and all the criteria of the top quark tagger, respectively.
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Figure 6.17: Tagging efficiency of the top quark tagger as a function of large-R jet pr for VLT signals of SU(2)
doublet with the various masses of 0.8 (green), 1.0 (blue), and 1.2 (red) TeV in (a) hadronic decay mode, (b)
leptonic decay mode, and (c) all the decay modes. The efficiency is computed similarly in the Higgs boson

tagger (Eq. (6.2)).

1.2 TeV are used. The efficiency for hadronically decaying top quarks is around 80% at maximum
for pr = 600 GeV and decreases to ~ 40% for high pr > 700 GeV due to the requirement on the
constituent. Missing jets also causes the inefficiency, but the contribution does not significantly affect
the efficiency. Since the top quark tagger does not have the upper requirements on the constituents
and mass, the tagging efficiency does not decrease due to additional jets or higher mass contribution
(see Appendix D). The efficiency for leptonically decaying top quarks is around 50%. In total, the
inclusive efficiency is around 70% at maximum.
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Figure 6.18: (a) Fake rate as a function of large-R jet pt for t7 + jets background (black) and VLT signals of
SU(2) doublet with the two masses of 1.0 (blue) and 1.2 (red) TeV. The fake rate represents the probability that
a large-R jet originated from other particles than top quarks is identified as a top quark and computed in the
same way as done for the Higgs boson tagger defined in Eq. (6.4). (b) fake origins of the top quark tagger for
tf + jets background (black) and the VLT signal of SU(2) doublet with the mass of 1.2 (green) TeV.

Fake rate

The fake rate represents the probability that a large-R jet originating from other particles than top
quarks is identified as a top quark and computed in the same way as done for the Higgs boson tagger
defined in Eq. (6.4). Figure 6.18 (a) shows the fake rate as a function of large-R jet pt for VLT signals
of SU(2) doublet with the two masses of 1.0 and 1.2 TeV and the dominant background of t7+jets
including all the subprocesses of t7+> 1b, t7+> 1¢, and t7+lights. The fake rate for ¢z + jets background
is estimated as around 30% for pt > 600 GeV, while that for VLT signals is estimated around 40%
for the same pr range. The signal events have higher jet multiplicity and more combinatorial fake
sources, leading to the higher fake rate in the signal events. Figure 6.18 (b) shows the fake origin in
1t + jets background and VLT signal of SU(2) doublet with the mass of 1.2 TeV, integrating over the
full pr range. The dominant fake origin is found to be other jets than top decays such as the initial
and final state radiations and parton showers for ¢f + jets background. If several additional jets are
distributed within the radius of R = 1.0, they can be identified as a top quark since top quark tagger
does not require the upper limits on the mass and the number of constituents3. For the signal events, it
is a mixture of jets from VLT decay products and others than VLT decays such as the QCD radiations.
The next dominant components are leptonically decaying top quarks for ¢ + jets background and
boosted vector bosons for VLT signals.

3 For the top quark tagger, the upper thresholds of mass and constituents are not set in order to develop a high acceptance
tagger with a minimum set of requirements.
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Figure 6.19: Purity of the top quark tagger as a function of large-R jet pt for 7 + jets background (black) and
the VLT signal of SU(2) doublet with the two masses of 1.0 (green) and 1.2 (blue) TeV.

Purity

The purity represents the fraction of large- R jets originating from top quarks out of large-R jets tagged
as a top quark and is computed in the same way as done for the Higgs boson tagger defined in Eq. (6.5).
Hadronically decaying top quarks are considered in a computation of the purity. Figure 6.19 shows
the purity of the top quark tagger as a function of large-R jet pr for the 7 + jets background and
SU(2)-doublet VLT signal events. The purity is estimated to be < 85% (< 50%) for the 7 + jets
background (the signal events). The purity decreases for higher pr in both background and signal
events. This is caused by two reasons. The one reason is the inefficiency for high pr due to the
requirement on constituents as shown in Fig. 6.17. The other reason is an increase of the fake rate
for higher pr due to no upper threshold on the mass as shown in Fig. 6.18.

6.4 Summary for determination of the taggers

The Higgs boson and top quark taggers are promising to improve the sensitivity to the VLT search
owing to the distinctive feature of the boosted Higgs boson in the VLT signals. The requirements of
the taggers are optimised by changing each requirement individually from the tentative requirements.
The requirements are determined to have the best improvement of the final upper limits on the
production cross section of VLT signals compared to that with the old configuration. The acceptance
and tagging efficiency are evaluated in the VLT signal events of SU(2) doublet with various masses.
The efficiencies of the Higgs boson and top quark taggers are around 55% and <80%, respectively.
These values are determined by the large-R jet mass distribution and the fraction of the constituents.
The fake rates are evaluated in both VLT signal and ¢ + jets background. The values of the Higgs
boson and top quark taggers are around 10% and 30% respectively in ¢f + jets background events.
The dominant fake origins for the Higgs boson and top quark taggers are hadronically decaying top
quarks and the combinatorial fakes of other jets than top decays such as the initial and final state
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Table 6.7: Summary of the definition and performances of the Higgs boson and top quark taggers.

Higgs boson tagger  top quark tagger

PT > 200 GeV > 300 GeV
7 <2.0 <2.0
mass 105 < m < 140 GeV > 140 GeV

=2(pr < 500 GeV)

The number of constituents < 2(pr = 500 GeV) >2

The number of b-jets — —
Tagging efficiency ~ 55% < 80%
Fake rate ~ 10% ~ 30%

radiations and parton showers. The summary of definitions and performances of the Higgs boson
and top quark taggers are shown in Table 6.7.

6.5 Optimisation of event categorisation

In this analysis, the events after the preselection are divided into several groups by the event char-
acteristics in order to enhance the discrimination of the signals from the backgrounds. After the
categorisation, a likelihood fit of the MC prediction to the data is performed to further improve
the background prediction. These detailed strategy is described in Chapter 7. In this section, the
determination of the event categorisation is described.

The events passing the preselection are categorised based on the multiplicity of jets, b-jets, Higgs-
tagged jets and top-tagged jets as described in Chapter 7. Regarding the categorisation based on the
jet and b-jet multiplicity, this analysis follows the same categorisation strategy as that in the previous
analysis [49]. First, events are divided into two groups by the number of jets per event, i.e., at least 6
jets or exactly 5 jets. They are named search regions (SR) and validation regions (VR), respectively.
The search regions are sensitive to the signals and used in the fit, while the validation regions are not
used in the fit but used for the validation of the fit by propagating the fit results in the search regions
into them. Secondly, each of these categories are further divided into two groups by the number of
b-jets per event, i.e., at least 4 b-jets or exactly 3 b-jets. Finally, each of these categories is further
divided into several groups by the number of Higgs-tagged and top-tagged jets. This section shows
the optimisation of the event categorisation of search regions and validation regions based on the
number of Higgs-tagged jets and top-tagged jets in an event. In the last section, the final configuration
of event categorisation is summarised.

6.5.1 Search regions

The search regions are used for the fit and most sensitive to signals. Thus, the event categorisation in
search regions is optimised based on the sensitivity to signals as done in the optimisation of the Higgs
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boson and top quark taggers. For the calculation of the ratio of cross section limits, the ratio shown
in this section is computed after applying the Tag-rate-function method (TRF) for ## samples. The
TREF is described in Section 5.4. The method allows to reduce the statistical uncertainty especially
for the high meg bins while keeping the consistency of the background prediction. In association
with the reduction of the statistical uncertainty, the meg binning is changed finer. The finer binning
improves the signal sensitivity since it helps to distinguish the m.g shape of the signals from the
backgrounds. These two changes further improve the sensitivity to the signals, and then cause the
difference between the figures shown in this section and Sections 6.2 and 6.3.

The signal events of VLT pair production have four boosted heavy particles of either, bottom quark,
top quark, W, Z, or Higgs bosons. Those of the four-top-quark production have four top quarks. In
1-lepton channel, one of them is considered to decay leptonically and the others decay hadronically.
At most three candidates to be identified with the Higgs boson or top quark taggers exist in the signal
events. When events are divided by the number of Higgs-tagged and top-tagged jets of O, 1, or >2
for each, then there are 9 categories in total, and the event yields for each category in the search
regions with >4 b-jets are shown in Fig. 6.20. To simplify the naming convention, the Higgs-tagged
and top-tagged jets are referred to as H and T, respectively. For instance, the category name of “1T,
OH” means the category including events with exactly one top-tagged jet and no Higgs-tagged jet per
event. Figure 6.20 shows that most of the signal events are distributed in the categories with at least
two Higgs-tagged or top-tagged jets, while most of the background events distribute in those with
at most one Higgs-tagged or top-tagged jets as expected. At the same time, the categories with at
least three Higgs-tagged or top-tagged jets are found to have not enough statistics even for the signal
events. For instance, “>2T, >2H” category is expected to have less than one event even in the signal
with an integrated luminosity of 36.1 fb~!, and then it does not help to improve the sensitivity. In
order to make the best of all the signal events, we shall think that the categories with small statistics
are merged into the other categories. In the following, the method to merge the categories with at
least three Higgs- or top-tagged jets (NVhiggs—tagged jets + Niop—tagged jets = 3), Which is named the small
stat. category group here, is optimised.

In the same way as done in the optimisation of the taggers, the sensitivity is computed with the
various merging methods. The best configuration is chosen from the candidates to be merged with
the small stat. category group are following:

Option A “>1T, >1H”
This method merges three categories of “>2T, 1H”, “1T, >2H”, and “>2T, >2H” into “IT,
1H” category. Then, the merged “>1T, >1H” and “OT, >2H” categories are expected to be
most sensitive to VLT signals, while “>2T, OH” category is expected to be most sensitive to
the signals of four-top-quark productions. It is the tentative categorisation shown in Table 6.2.

Option B: “>0T, >2H and >2T, 0-1H”
In this method, “>2T, 1H” category is combined into “>2T, OH” named “>2T, 0-1H”, and
also “1T, >2H” and “>2T, >2H” categories are merged into “0T, >2H” category named “>0T,
>2H”. The method should have the same sensitivity as the case that “>2T, >2H” category is
combined into “>2T, OH” category since the category is expected to have only the 0.01 events
even for signals and does not contribute to the sensitivity. Then, the merged “1T, 1H” and
“>0T, >2H” categories are expected to be most sensitive to VLT signals, while “>2T, 0-1H”
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Figure 6.20: Expected event yields for each category in the search regions with >4 b-jets before the fit assuming
an integrated luminosity of 36.1 fb~!. The Higgs-tagged and top-tagged jets are referred to as H and T in the
labels along x axis, respectively. Red, white, light blue, dark blue and green colors stand for the VLT signal
of SU(2) doublet with the mass of 1 TeV, t7+lights, t7+>1c, t7+>1b, and the other backgrounds, respectively.
The shade shows the total uncertainty including the statistical and systematic uncertainties.

category is expected to be the most sensitive to the signals of four-top-quark productions. The
categorisation is shown in Table 6.8.

Option C: “1T, >1H and >2T, >0H”
This method combines “1T, >2H” into “1T, 1H” named “1T, >1H”. In addition, it merges
“>2T, 1H” and “>2T, >2H” into “>2T, OH” named “>2T, >0H”. Similarly, the merged “1T,
>1H” and “0T, >2H” categories are expected to be most sensitive to VLT signals, while “>2T,
>0H” category is expected to be most sensitive to the signals of four-top-quark productions.
The effect of “1T, >2H” can be checked to compare the sensitivity between this method and
“>0T, >2H and >2T, 0-1H”. The categorisation is shown in Table 6.9.

Option D: “>3TH”
This method combines the three categories with at least 3 Higgs-tagged or top-tagged jets into
one category named “>3TH”. The merged category is expected to help the sensitivity to all the
signal scenarios. Comparison of the sensitivity between this method and the others gives the
information of the effect for the three categories. The categorisation is shown in Table 6.10.

Option E: “>1T, >2H”
This method merges “>2T, >2H” category into “1T, >2H” category, named “>1T, >2H”. It is
the same as “>3TH” except not combining “1T, >2H” category into others. As seenin Fig. 6.20,
The “1T, >2H” and “>2T, >2H” categories are not expected to contain the backgrounds, and
then the combination can have better or similar sensitivity compared to “>3TH” categorisation.
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Table 6.8: Option B (“>0T, >2H and >2T, 0-1H”)  Table 6.9: Option C (“1T, >1H and >2T, >0H")

Nlop NIOP
0 1 >2 0 1 >2
0 | “OT,0H" | “IT, OH" 0 “0T, OH" “IT, OH"
2 “>2T, 0-1H" z,
£ 1 | “OT, 1H" | “IT, IH" £ 1 | “OT, 1H" “>2T, >0H"
“lT, Z lHn
>2 “>0T, >2H" >2 | “OT, >2H"
Table 6.10: Option D (“>3TH”) Table 6.11: Option E (“>1T, >2H”)
Ntop NtOP
0 1 >2 0 1 >2
0 “0T, OH" | “IT, OH" | “>2T, OH” 0 “0T, OH" | “IT,OH" | “>2T, OH”
ZE 1 “OT, IH" | “1T, 1H" ZE 1 “OT, IH" | “1T, 1H" | “>2T, 1H"
>2 | “0T, >2H" “3TH” >2 | “0T, >2H" “>1T, >2H”

Comparison between this method and “>3TH” gives the effect on the sensitivity of “1T, >2H”.
The categorisation is shown in Table 6.11.

Figure 6.21 shows the ratio of the upper limits on the production cross section at 95% CL with the
various configurations listed above to that of the old configuration. The targets of this analysis are
myrr > 1.1 TeV for VLT signals of SU(2) doublet and mgg > 1.5 TeV for 2UED-RPP scenario.
For all the signals, the option A (“>1T, >1H”) is found to have the worst sensitivity. Comparing the
sensitivities between option B (“>0T, >2H and >2T, 0-1H”) and option C (“1T, >1H and >2T, >0H”),
combining “1T, >2H” category into “OT, >2H” is found to help for improvement of the sensitivity
to the VLT signals. This is because the “0OT, >2H” category is expected to have less backgrounds
than “1T, 1H” category. For SU(2)-doublet VLT signals, the three methods of option B (“>0T, >2H
and >2T, 0-1H”), option D (“>3TH”), and option E (“>1T, >2H”) have the better sensitivity. The
option D (“>3TH”) and option E (“>1T, >2H”) have the best sensitivity for VLT signals with lower
mass than 1.1 TeV where the signal processes have higher cross section, while the backgrounds are
not expected to contribute to such a very high Higgs-tagged and top-tagged jet multiplicity. For the
higher mass, these sensitivities are similar. On the other hand, for 2UED-RPP signal, option B (“>0T,
>2H and >2T, 0-1H”) has the best sensitivity because the signal events contains more top-tagged jets
and less Higgs-tagged jets, and contribute to “>2T, OH” or “>2T, 1H” categories most. This feature
is the reason why the 2UED-RPP signal scenario has the best sensitivity with option B (“>0T, >2H
and >2T, 0-1H”). For the final configuration, the one option which has better sensitivities for both
VLT and 2UED-RPP signals is compromised to be chosen. Consequently, the option B (“>0T, >2H
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Figure 6.21: Ratio of the upper limits on the cross section at 95% CL with various categorisations to that of
the old configuration (“Summer 2016”, black broken line) in same integrated luminosity. (a) and (b) show the
ratio for SU(2)-doublet VLT and 2UED-RPP signals, respectively. Both figures show the ratio after applying
TREF for #f samples and changing the meg binning finner. Black, blue, green, red, and purple graphs show
the sensitivity with the option A (“>1T>1H"), option B (“>0T>2H and >2T0—-1H"), option C (“1T>1H and
>2T>0H”), option D (“>3TH”), and option E (“>1T>2H"), respectively.

and >2T, 0-1H”) is chosen as the final configuration.

6.5.2 Validation regions

Categories with 5 jets are used for the validation regions (VR), which are used to validate the fit results.
The validation regions are necessary to satisfy the following requirements for the validation:

* Possibility to compare the kinematic variables in the similar event topology between the search
and validation regions

* Having enough statistics in a category

In order to satisfy the first requirement, the categorisation in the validation regions employs the same
categorisation based on the Higgs-tagged and top-tagged jet multiplicities as the search regions.
Figure 6.22 shows the expected event yields for each category with 5 jets before the fit. In the
categories with 3 b-jets, it is found that there are enough statistics to validate the fit results. Thus,
the validation regions with 3 b-jets use the same categorisation as that in the search regions, and
then there are 6 categories. In the categories with >4 b-jets, the three categories with at least two
Higgs-tagged or top-tagged jets are expected to have only a few events, which are not enough to
validate fit results. On the other hand, the categories with at most one Higgs-tagged or top-tagged jet
have enough statistics to compare the kinematic distribution shape and validate the fit results.
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Figure 6.22: Event yields in a category of the validation regions expected with an integrated luminosity of 36.1
fb~! before the fit. The Higgs-tagged and top-tagged jets are referred to as H and T in the labels along x axis,
respectively. Red, white, light blue, dark blue and green colors stand for the VLT signal of SU(2) doublet with
the mass of 1 TeV, r+lights, t7+>1c, t7+>1b, and the other backgrounds, respectively. The shade shows the
total uncertainty including the statistical and systematic uncertainties.

To make the best of the categories with 5 jets, >4 b-jets, the categories at least 2 Higgs-tagged
or top-tagged jets are merged into one category named “>2TH, 5j, >4b”. This satisfies the second
requirement listed above. When merging the categories, the consistencies of the background compos-
itions and kinematic distributions with the corresponding search regions are confirmed. Figure 6.23
shows the background compositions in the SR and VR categories with >4 b-jets. All the categories
in both the search and validation regions contain ¢7+>1b background by around 50% or 60%, other
backgrounds by around 15% each. Especially, the validation regions of “>2T, OH”, “1T, 1H”, and
“0T, >2H” have similar background compositions as the corresponding SR categories. Consequently,
the merged “>2TH” category should have the same background compositions as “>2T, OH”, “1T,
1H”, and “OT, >2H” categories in the search regions. In addition, the background compositions in
the other VR categories are assured to be similar to the corresponding SR categories.

Figure 6.24 shows comparisons of the lepton pr distribution shape between the “>2TH” validation
region and the three corresponding search regions. All the distributions are normalised to unity. The
mean and RMS values are shown in the legend. It is found that the lepton pr distribution in “>2TH”
category is consistent with those in the corresponding SR categories within 10%. Comparisons of
other kinematic variables are shown in Appendix H. In general, the variables of electron or muon
DT, E‘T“iss, and m¥v which are not related to the jet multiplicity are consistent within 10% between the
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search and validation regions. The mean and RMS values of leading jet pr in the merged “>2TH”
category agree with those in the corresponding search regions by around 10%. The results assure
that the merged “>2TH” category has similar event topology to the corresponding SR categories.
Therefore, the “>2TH” category is used as the final configuration*.

6.5.3 Summary for determination of the event categorisation

In this section, the event categorisation determined in the Section 6.5.1 and 6.5.2 is summarised. The
event categorisation further improves the sensitivity to the signal models. The categorisation is based
on the four variables: jet, b-jet, Higgs-tagged, and top-tagged jet multiplicities. The categorisation
strategy based on jet and b-jet multiplicities follows that in Runl [175] and the previous analysis
in Run2 [49]. The strategy based on Higgs-tagged and top-tagged jet multiplicities is developed in
this dissertation. The categorisation of search regions is determined to have the best sensitivity to
the signal models considered, while that of validation regions is determined to properly validate the
fit results. Table 6.12 shows the final configuration of the event categorisation. The search regions

41t is not necessary to check the sensitivity in this case because the validation regions are not used for searching for
excesses of data but for the validation of the background estimation
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Figure 6.24: Lepton pr distribution in “>2TH, 5j, >4b” (black) compared to the category (red) of (a) “>0T,
>2H, >6j, >4b”, (b) “I1T, 1H, >6j, >4b”, and (c) “>2T, OH, >6j, >4b”. All the distributions are normalised
to unity. The mean and RMS values are shown in the legend. The bottom panel shows the ratio between the 5
jets and > 6 jets categories.

Table 6.12: Event categorisation used for the analysis. The search regions with >6 jets and 3/>4 b-jets and
validation regions with 5 jets and 3 b-jets have 6 categories each following the solid and dashed lines. Only the
validation regions with 5 jets and >4 b-jets have 4 categories following solid lines and including the category
merged from the 3 categories divided by dashed lines. In total, there are 12 and 10 categories in SR and VR,
respectively.

Ntop
0 1 >2
0 | “OT,0H" | “IT, OH"
o “>2T, 0-1H"
20 \
ZE 1 | “OT, IH" | “IT, 1H" |
>2 “>0T, >2H"

with >6 jets and 3/>4 b-jets and validation regions with 5 jets and 3 b-jets have 6 categories each
following the solid and dashed lines. Only the validation regions with 5 jets and >4 b-jets have 4
categories following solid lines and including the category merged from the 3 categories divided by
dashed lines. In total 12 and 10 categories in SR and VR, respectively, are used in the analysis.

The sensitivity to VLT signals is compared between the old configuration and the final configuration
after optimising the taggers and event categorisation. Figure 6.25 shows a comparison of signific-
ances between two configurations for SU(2)-singlet and SU(2)-doublet VLT signals. For the final
configuration, the significances with the final configuration improve by around 30%, and therefore
the evidence reaches on the VLT mass at 30~ significance are found to improve by around 80 GeV
from the old configuration. Figure 6.26 shows a comparison of the expected upper limits on the
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Figure 6.25: Comparison of the significances between the old configuration (black, “Summer 2016”) and the
final configuration (red) after the optimisation for (a) SU(2)-singlet and (b) SU(2)-doublet VLT signals. The
significances are computed assuming the integrated luminosity of 30 fb~!. The evidence reaches, which are
the VLT mass at 3¢ significance (blue broken line), are shown in vertical broken lines for each configuration.

cross section between two configurations for SU(2)-singlet and SU(2)-doublet VLT signals. For the
final configuration, the expected limits with the final configuration similarly improve by around 30%,
and therefore the lower mass limits extend by around 70 GeV. These results indicate that introducing
the Higgs boson and top quark taggers and optimising the event categorisation significantly improve
sensitivities.
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Figure 6.26: Comparison of the expected upper limits on the cross section between the old configuration
(black, “Summer 2016”) and the final configuration (red) after the optimisation for (a) SU(2)-singlet and (b)
SU(2)-doublet VLT signals. The cross section limits are interpreted into the lower mass limits by comparing
the limits and the theory. The mass limits are shown in vertical broken lines.
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7 Analysis strategy

This analysis is performed by the following three steps. The first step is to apply minimum require-
ments (preselection) to events in order to reduce unnecessary events for this analysis while keeping
enough statistics for both background estimation and the search for signal. The second step is event
classification by jets, b-jets, Higgs-tagged jets and top-tagged jets multiplicity to separate signals
from backgrounds and improve signal sensitivity. Finally, in the third step MC prediction is fitted to
data in meg distribution with their uncertainties taken into account. Here, m.g is defined by the scalar
sum of pr of jets, lepton and E%I"'SS:

o |
mer = 3 i+ piP 4 B, (7.1)

jet

In the meg distribution after the fit (“postfit”), the search is performed to look for significant excess
of data that is statistically inconsistent with the postfit MC prediction and their uncertainties. In this
section, the detail of the analysis strategy is described.

7.1 Preselection

Data firing single-lepton trigger with different pr thresholds are used in this analysis to maximise
data acquisition efficiency.

Events after the trigger selection described in section 4.1 are required to have at least one reconstructed
vertex with at least five associated tracks having pr > 400 MeV located in the beam spot in the
transverse plane. This requirement assures that events originated from pp collisions.

Events are required to have exact one electron or muon satisfying the criteria described in Section 3.3.
The lepton is required to match with the one firing the lepton tigger within AR < 0.15. They are
also required to have at least 5 jets and 2 b-jets. In addition to the requirements on jets and b-jets
multiplicity, events are required to have E%‘iss > 20 GeV and ETIniSS +m‘TV > 60 GeV in order to suppress
the multijet backgrounds. All the selections for the preselection are summarised in tab. 7.1.

Figure 7.1 shows the jet and b-jet multiplicities compared between the data and MC prediction after
preselection. The bottom panel shows the ratio between the data and MC prediction. The errors stands
for only statistical uncertainty. The systematic uncertainty is estimated around 25% at preselection
level. The MC prediction agrees with the data within around 20%. The figures show that r7+jets
background is dominant for all the jet multiplicities, while the other backgrounds such as single top,
V+jets and diboson have only small contribution of around 20% in total for lower b-jet multiplicity.
The subprocess of t7+lights is dominant in two b-jets and ¢7+>1b is dominant for at least four b-jets.
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Table 7.1: Preselection in 1-lepton channel.

Requirement
Trigger Single-lepton trigger
Lepton 1 isolated e or u
]Vjets 2 5
ij_ets . >2
EF™ EF™ > 20 GeV

EXS +ml  EPS +m) > 60 GeV

x10°
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Figure 7.1: Number of (a) jets and (b) b-jets in an event, compared between data and MC prediction at
preselection in 1-lepton channel before fitting. The data and the MC prediction are shown in black marker and
coloured fill, respectively. V +jets include all the subprocesses and 7+ X background includes all the processes
of SM t#tt, t+V, and t7+H. The bottom panel shows the ratio between the data and MC prediction. The error
bar shows only the statistical uncertainty. The last bin includes the overflowing components.

All the subprocess of t7+>1b , tf+>1c , and t7+lights have comparable contributions in the three
b-jets categories due to the physics process with only one additional b-jet, inefficiency of b-tagging,
mis-tagging of the strange and charm quarks as b-jets. For high b-jet multiplicity, t7+X (X =V, H, tf)
have small contribution.

Figure 7.2 shows various kinematic variables compared between the data and MC prediction after
preselection. As shown in the Fig. 7.1, the error bars include only the statistical uncertainty while
the systematic uncertainty is estimated around 25%. Figure 7.2 (a) shows the lepton pr distribution.
The pr threshold of 30 GeV for the lepton results in the lower yield in the first bin compared to the
second bin. The MC prediction agrees with the data within 20%. For the region of pt > 400 GeV,
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the overestimation of the multijet background causes higher prediction than the data. Considering
the systematic uncertainty of the multijet background by more than 50% which will be described
in Section 8.8, the total MC prediction is consistent with the data. Figure 7.2 (b) shows the pr
distribution of the leading jet which is the jet with highest pt in an event. As in the lepton pr, the
pr threshold causes the low yield in the first bin. In general, the MC prediction agrees with the data
within 20%. Also the discrepancy between the prediction and data is expected to be corrected by the
fit from the previous analysis result [49]. Figure 7.2 (c) shows the Efrniss distribution. As in the lepton
pr, the criteria on E%‘iss and E;“iss + m¥v causes the low yield in the first bin. For the other ranges,
the MC prediction agrees with data within 10%. Figure 7.2 (d) shows the meg distribution. The first
four bins have less yields due to the kinematic thresholds of the physics objects and preselection. As
in the leading jet pt, the MC prediction is expected to be corrected by the fit with shifts according to
their systematic uncertainties. In general, the MC prediction is consistent with the data and describes
the event topology well.

7.2 Event classification

After applying the preselection, events are classified based on jets, b-jets, Higgs-tagged jets, and top-
tagged jets multiplicities to enhance discrimination of signals from backgrounds. For VLQ signals,
our target decay processes are TT — HtHt, HtZt, and HtWb. Concerning TT — HtHt process,
signal events can have 8 jets and 6 b-jets where one top quark decays hadronically into Wb — gq’b,
the other decays leptonically into Wb — Ivb, and the Higgs boson decays to bb dominantly. Even
in the case of SU(2)-singlet, they can have 6 jets since SU(2)-singlet has larger branching ratio of
T — Wb decay. For 2UED-RPP scenario, the signal events have four top quarks, and then around
10 jets and 4 b-jets. Thus, signal events have high jet and b-jet multiplicity while background events
have in general lower jet and b-jet multiplicity as shown in Fig. 7.3 (a), (b).

Events are categorised into validation regions (VR) and search regions (SR) by requiring exactly
5 jets or >6 jets, respectively. For each, events are further categorised based on b-jet (2, 3, >4),
Higgs-tagged (0, 1, >2), and top-tagged jet (0, 1, >2) multiplicities. As described in Section 6, signal
events have high Higgs-tagged and top-tagged jet multiplicities since the decay products of signals
have high momentum and can be reconstructed by large-R jets and tagged as Higgs bosons or top
quarks. This feature is shown in Fig. 7.3 (c), (d). Event categorisation by Higgs-tagged (0, 1, >2),
and top-tagged (0, 1, >2) jet multiplicities are optimised for VLQ signals, as described in Section 6.5.
Table 7.2 shows the summary of events categorisation and naming convention for each category.

Figure 7.4 shows the ratios of S/ VB and S /B in each SR category for VLQ SU(2)-doublet VLT
signals with the mass of 1 TeV. The four categories with the highest S/B ratio are shown in red
colour, while the others are shown in blue colour. The categories having at least two Higgs-tagged or
top-tagged jets and at least four b-jets are expected to have the highest sensitivities as expected. At the
same time, the categories with low Higgs-tagged and top-tagged jet multiplicities have less sensitivity
and then are useful to calibrate the background prediction in the fit. The ratios are computed with
the number of events expected by the MC simulation before the fit. The expected signal yields for
various signal scenarios and backgrounds in the red-colour categories with at least 4 b-jets shown in
Fig. 7.4 are summarised in Table 7.3 and 7.4, respectively.
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Figure 7.2: Comparison of several kinematic variables between data and MC prediction at preselection in
1-lepton channel before fitting. V+jets include all the subprocesses and ¢t7+X background includes all the
processes of SM tftt, tr+V, and t7+H. In the meg distribution, the event yields of data (black marker) and
the MC prediction (coloured fill) are shown in the legend. The bottom panel shows the ratio between the data
and MC prediction. The error bar shows only the statistical uncertainty. The last bin includes the overflowing
components.
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Table 7.2: Event categorisation and category name in search regions (SR) and validation region (VR). The SR
and VR are classified by the jet multiplicity: exactly 5 or at least 6 jets.

Search region :Njet > 6, Nj_jet =3 (= 4)
Ntop—taggedjet
0 1 >2
0T, OH, >6j, 3b (=4b) | 1T, OH, >6j, 3b (=4b)
NHiggs—taggediet 1 0T, 1H, >6j, 3b (=4b) | 1T, 1H, >6j, 3b (=4b)
>2 >0T, >2H, >6j, 3b (=4b)

Validation region :Nje; = 5, Np_jet = 3

(e

>2T, 0-1H, >6j, 3b (>4b)

N, top—taggedjet

0 1 >2
0T, OH, 5j, 3b IT, OH, 5j, 3b ,
>2T, 0-1H, 5, 3b
Niggs—taggediet | 1 0T, 1H, 5j, 3b IT, 1H, 5j, 3b =<b J
>2 >0T, >2H, 5j, 3b

Validation region :Njec = 5, Nj_jet > 4

N, top—taggedjet

0 1 >2
0T, OH, 5j, >4b 1T, OH, 5j, >4b
NHiggs—taggedjet 1 0T, 1H, 5j, >4b
>2 >2TH, 5j, >4b

Table 7.3: Predicted event yields in various signal models with an integrated luminosity of 36.1 fb~!. TTS,
TTD, and TTHtHt represesnt the VLT signals with SU(2) sinlet, doublet, and BR(T — Hf) = 1, respectively.
The uncertainties are calculated by the sum in quadrature of the statistical and systematic uncertainties.

>0T, >2H, >6j, >4b | 1T, 1H, >6j, >4b | >2T, 0-1H, >6j, >4b

TTS (1.0 TeV) 2.18+0.23 5.47 £ 0.62 5.51+0.69
TTS (1.2 TeV) 0.58 £ 0.08 1.36 £ 0.17 1.45+0.18
TTD (1.0 TeV) 5.96 £0.62 12.51 £ 1.36 13.32 £1.53
TTD (1.2 TeV) 1.66 + 0.24 3.05+0.35 3.46 +0.41
TTHtHt (1.0 TeV) 14.57 +1.99 24.30+£2.70 23.92 +2.85
TTHtHt (1.2 TeV) 4.39 +£0.92 5.89+0.71 6.56 £0.79
tttt (SM) 0.23 £0.07 1.12+0.36 2.55+£0.82
tttt (EFT) 32.57T £6.37 170.10 £ 19.95 457.61 + 62.09
2UED-RPP (1.4 TeV) 1.45+0.32 3.69 +0.50 34.00 £ 3.75
2UED-RPP (1.6 TeV) 0.32+£0.07 0.79 £0.14 7.29 £ 0.80

130



{s =13 TeV, 36.1 fb!

0T, OH, =6j, 3b 0T, OH, =6j, =4b 0T, 1H, =6j, 3b 0T, 1H, =6j, =24b
2lsm = 0.4% 2lsm = 1.4% 2ls = 1.5% 2lsp = 5.4%
(@ (@ (@ (@
o 1 o 1 o 1 o 1
o o o—- o-
1T, OH, =6j, 3b 1T, OH, =6j, =24b 1T, 1H, =6}, 3b 1T, 1H, =6j, =24b
2lsB = 1.0% 2rsB = 4.1% 2l'siB = 5.0% 25 = 22.4%
@ (@ (@ (@
o 1 o 1 » 1 o 1
L | 0- O- .
22T, 0-1H, =6j, 3b 22T, 0-1H, 26j, =4b 20T, 22H, =6}, 3b 20T, 22H, 26}, 24b
2lsp = 4.8% 2lsp = 18.9% 2lsp = 8.1% 2lsp = 46.2%
(4 (@ (@ (@
o 1 o 1 o 1 o 1
0 - 0 0 - 0

Figure7.4: S/ VBand S /B in each category of SR for VLQ SU(2)-doublet signal with myrt = 1 TeV. Red-colour
categories have the highest signal-to-background ratio, corresponding to those with high b-jet, Higgs-tagged
and top-tagged jet multiplicities which is distinctive in signal events. The other categories are shown in blue
colour which have low b-jet, Higgs-tagged jet and top-tagged jet multiplicity and are populated by backgrounds
largely.
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Table 7.4: Predicted event yields from the backgrounds with an integrated luminosity of 36.1 fb~! before the
fit. The uncertainties are calculated by the sum in quadrature of the statistical and systematic uncertainties.

>0T, >2H, >6j, >4b | 1T, 1H, >6j, >4b | >2T, 0-1H, >6j, >4b
1t + lightss 0.99 £ 0.49 4.81+£2.37 5.38 +£3.26
tt+ > lc 2.08 £1.29 9.48 £5.64 11.85+7.53
tt+ > 1b 7.13 +2.21 32.43 £9.50 41.82 £22.04
Single top 0.26 + 0.21 1.69 +0.76 1.97 £ 0.95
W +light-jets 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00
W+>1c+jets 0.01 £ 0.01 0.04 + 0.03 0.05+0.03
W+2>1b+jets 0.53 £0.48 0.65 +0.48 1.27 £ 0.70
Z+light-jets 0.00 + 0.00 0.00 + 0.00 0.00 + 0.00
Z+2>1c+jets 0.00 + 0.00 0.00 + 0.00 0.01 £ 0.00
Z+2>1b+jets 0.06 + 0.05 0.09 £ 0.07 0.13 £0.08
Dibosons 0.01 £0.04 0.11 +£0.09 0.22+0.14
1tV 0.41 £0.10 1.73 £0.39 2.46 £ 0.53
ttH 1.19+0.20 3.79 £ 0.65 2.84 £0.62
tttt (SM) 0.23 £0.07 1.12+0.36 2.55+0.82
Multijet 0.00 + 0.00 0.00 £ 0.00 0.00 = 0.00

7.3 Signal-to-background discrimination

After the preselection and event categorisation described in the previous sections, the kinematic
features of signal events helps to further discriminate signals from backgrounds. The variable of
meg is good for the discrimination because high mass signal generates energetic particles in the final
states. The variable corresponds to the total energy of a given event in the transverse plane. For
instance, VLQ signal events have a peak at meg ~ 2myrr since the signal events have two VLT’s
in the intermediate state while background events have lower values. For four-top-quark production,
signal events are expected to have high m.g especially in case of BSM scenarios. Figure 7.5 shows
a comparison of mg shape between the signals and backgrounds at preselection level and illustrates
the feature of several signal models. Consequently, m.g is used as the final discriminating variable.

Searches for signal events are performed with a binned likelihood fit on m.g distributions of the
MC prediction to data in SR described in the previous section. The expected m.g distributions in
red-colour SR categories shown in Fig. 7.4 are shown in Fig. 7.6. In the figure, the SU(2)-doublet
VLT signal with the mass of 1 TeV and the backgrounds expected with an integrated luminosity
of 36.1 fb~! before the fit are shown. In the categories with at least 4 b-jets, t7+>1b is dominant
as expected. All the backgrounds are depleted in the highest m.g bin, while the signal events are
distributed. It is expected to observe the excess from the background prediction by a few events in the
last bins if the data include the signals. The signal events are depleted in the first bin where is used for
the validation of the fit using the blinded data. These figures assure that signal events are populated in
high m.g range in the regions with high b-jet, Higgs-tagged and top-tagged jet multiplicities. In the
categories with at most one Higgs-tagged or top-tagged jet including both SR and VR, the additional
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Figure 7.5: Shape comparison of m.g between signals and backgrounds (gray) at preselection level. The
signal models used here are SU(2)-singlet (red) and -doublet (blue) VLT signals with the mass of 1 TeV and
2UED-RPP signal with the KK mass of 1.4 TeV.

requirement of m.g > 1 TeV is applied in order to minimise the effects from a possible mis-modelling
on the meg distribution from the small backgrounds with large systematic uncertainties at lower me-.
In the other categories, no other requirements on m.g are applied.

The binning of meg distribution for each category are determined in order that a meg distribution has
as many bins as possible in wide unit of 100 GeV. For the bins with low statistics, the bin widths are
broadened to increase available statistics for calibrating the background prediction. Especially for the
bins sensitive to signals, the bin widths are optimised to have good sensitivities to signals and expect
at least one event in a bin! Therefore, the bin widths can be different among the categories.

7.4 Blinding strategy

Blind analysis techniques are often used in high energy physics experiments in order to avoid
experimenters’ biases on measurements from having the prior knowledge on the result, such as
a further optimisation to enhance the signal events. This analysis applies blinding cuts to data
at a validation step. After understanding data with the background prediction and its systematic
uncertainty, we remove the blinding cuts and search for new phenomena in observed data.

The signal to background ratio S/B is computed as a function of m.g for various branching ratio,
SU(2)-singlet, SU(2)-doublet, and BR(T — Ht) = 1 of the VLT signal with the mass of 1 TeV that
is a typical lower limit on the mass in the previous analysis result [49]. Figure 7.7 shows the m.g

! The bin widths are set to have at least one expected event because the asymptotic approximation in a fit may not be valid
if the expected number of events are less than one.
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Figure 7.6: meg distribution of the background prediction and signal (red) of SU(2)-doublet VLT with myrt =
1.0 TeV before the fit (Pre-fit) in the categories with the highest sensitivity shown in Fig. 7.4. rf+lights, t7+>1c,
and #7+>1b are shown in white, light blue, and dark blue histograms, respectively. “Non-#7” (green) includes
all the other backgrounds of single top, V +jets, diboson, 77+ X, and multijet processes. The uncertainty (shade)
includes the statistical and systematic uncertainties which are computed by the sum in quadrature.
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(red), SU(2)-doublet (blue), and BR(T — Ht) = 1 (green) are considered to determine the blind cuts.

distribution for the total background (gray) and signals (red, green, blue) in the top panel and the
S/B of each meg bin in the bottom panel for “OT, OH, 6j, 3b” category before the fit. The expected
background distributes largely at low m.g as seen in the one (Fig. 7.5) at the preselection level. On
the other hand, the signal events are expected to have large contribution at high m.g. Then, the S/B
increases for high m.g for all the signal models. In addition, it shows that the upper cuts on m.g can
blind the data for the specific range where the signals can contaminate. To keep the contamination
minimum, the upper cuts satisfying S/B < 5% (dashed line) are determined in each category as the
blind cuts. The cuts are determined conservatively based on the models with the smallest contribution
in the three models. The upper cuts after simplifying are summarised in Table 7.5. All the computed
S/B in each category are shown in Appendix E. The data blinded for the region above the cuts
are referred to as blinded data. Here, the BSM four-top-quark production signals are not used to
determine the blind cuts since the signal events are expected to contribute to higher m.g than the VLT
signals. The figure also shows the other dashed line in the bottom panel corresponding to S/B = 20%.
This looser criteria is used for the further validation which will be described in section 10.3.

7.5 Data-to-MC comparison in blinded regions

Comparisons of m.g distributions between the data and MC prediction after applying the preselection,
event categorisation, and blind cuts in the SR categories with the highest sensitivity are shown in
Fig. 7.8. The blind cut in these categories is 1.3 TeV on meg, and then the figures show only one bin
in the region of meg < 1.3 TeV. The MC prediction agrees with the data within two standard deviation
of its uncertainty which is computed by the sum in quadrature of the statistical and systematic
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Table 7.5: Blinding cuts on m.g in 1-lepton channel determined by the S/B < 5% based on the model having the
smallest contribution in the three models. The m.g distributions for all the categories are shown in Appendix E.
In several categories with 3b-jets where the backgrounds dominate and the signals are depleted, the blind cut
is 1.9 TeV. For the other categories, the cut is 1.3 TeV.

Category Blinding m.g cuts (S/B < 5%) [TeV]
1T, OH, 5j, 3b
0T, OH, > 6j, 3b 19
1T, OH, > 6§, 3b ’
> 2T, 0 - 1H, > 6j, 3b
Others 1.3

uncertainties. Appendix F shows the m.g and the other kinematic variables distributions in the other
categories including VR. In general, the MC predictions for all the categories for both SR and VR
agree with the data within two standard deviation before the fit. For the jet pr, the discrepancy
between the data and MC prediction is seen. A likelihood fit of the MC prediction to the data recovers
the discrepancy to shift the prediction within their systematic uncertainties of the modelling and all
the other components taken into account. This step is also important for the ¢7+>1b normalisation,
which is known to be underestimated in the simulation [49]. The results are shown in Section 10.3.
Details of fit and systematic uncertainties are described in Section 9 and Section 8, respectively.
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Figure 7.8: meg distribution of the blinded data and background prediction before the fit (Pre-fit) in the
categories with the highest sensitivity shown in Fig. 7.4. The blind cut in these categories is 1.3 TeV on meg-.
ti+lights, t7+>1c , and t7+>1b are shown in white, light blue, and dark blue histograms, respectively. “Non-t7”
(green) includes all the other backgrounds of single top, V+jets, diboson, #7+X, and multijet processes. The
uncertainty (shade) includes the statistical and systematic uncertainties which are computed by the sum in
quadrature.
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8 Systematic uncertainties

This section describes the systematic uncertainty in this analysis. The sources of systematic uncer-
tainties are considered: the physics objects and simulation modelling. The systematic uncertainties
affect the normalisation, the mg shape, or both of them. All the systematic uncertainties are estimated
without correlation among them and listed in the table 8.1. During fit procedure, the correlations
among the systematics are resolved. Each systematic uncertainty is described in the following.

8.1 Luminosity

The uncertainty on the integrated luminosity for the dataset in 2015 and 2016 is 2.1%. It is derived
from a calibration of the luminosity scale using x-y beam-separation scans, so-called van der Meer
scan, performed in August 2015 and May 2016. The detail of the methodology is described in
Ref. [176]. For the multijet background, it is not taken into account since the background is estimated
by a data-driven method.

8.2 Pileup

The uncertainty on the pileup is estimated from a variation in the pileup reweighing of MC, which
covers the uncertainty on the ratio between the predicted and measured inelastic cross section in the
fiducial volume defined by a certain range of the hadronic system [177].

8.3 Physics objects

This section describes the systematic uncertainties for all the physics objects. In general, the system-
atic uncertainties are obtained by the measurements in individual analysis for each physics object.
Each measurement is described in Chapter 3.

8.3.1 Lepton

The measurements of the reconstruction, identification, and isolation are performed based on the
tag-and-probe method. The systematic uncertainties on the method are obtained by varying the tag-
and-probe selection, the fitting procedure, and the criteria for the signal counting. The uncertainty
on reconstruction scale factor is assigned to be < 2% for Er > 25 GeV. The uncertainties on the
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Systematic uncertainty Type Components

Luminosity N 1

Pileup reweighting SN 1

Reconstructed Objects

Electron trigger+reco+ID+isolation SN 5

Electron energy scale+resolution SN 2
Muon trigger+reco+ID+isolation SN 6
Muon momentum scale+resolution SN 3

Jet vertex tagger SN 1

Jet energy scale SN 21
Jet energy resolution SN 1

Jet mass scale SN 4
Jet mass resolution SN 1

Missing transverse momentum SN 3

b-tagging efficiency SN 6

c-tagging efficiency SN 4
Light-jet tagging efficiency SN 17
b-tagging extrapolation SN 2
Background Model

1t cross section N 1

tt+HF: normalisation N 2

tt+> 1b: NLO Shape SN 10
tt modelling: residual Radiation SN 3

tt modelling: residual NLO generator SN 3

tt modelling: residual parton shower+hadronisation SN 3

tf NNLO reweighting SN 2
V+jets normalisation N 39
Single top cross-section N 42
Single top model N 1

Diboson normalisation N 13
1tV cross section N 1

ttH cross section N 1

SM t1tt cross section N 1

Multijet normalisation N 12

Table 8.1: List of systematic uncertainties, where “N” (“SN") represent the type of the systematic uncertainty
which is taken as normalisation-only (both shape and normalisation) for all processes and categories. The
component represents the number of nuisance parameters considered in the fit. Some of the systematic
uncertainties are split into several components with categories or processes for a more accurate treatment.
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identification, isolation, and trigger are assigned at a level of 1%. The uncertainty on the electron
energy scale is around < 0.2% at ET ~ 40 GeV. The uncertainty on the electron energy resolution is
estimated to be around 10% for Er < 50 GeV increasing to around 30% at Et ~ 200 GeV. In total,
seven nuisance parameters are taken into account in the fit.

The uncertainty on the combination of muon reconstruction and identification is < 1% for pt >
30 GeV, which is at a similar level of the uncertainty on the isolation. The uncertainty on the mo-
mentum scale is 0.05% in the barrel and 0.1% at the pseudo-rapidity of |r7| ~ 2.5. The measurements
of momentum resolution has a systematic uncertainty of ~ 10% and statistical uncertainty up to 30%
for high pr. The uncertainty on the muon trigger is measured in Runl as 0.6% [178]. The nine
nuisance parameters corresponding to each uncertainty component are considered in the fit.

8.3.2 Jets

The systematic uncertainties on the jets originate from the measurements on the JVT, energy scale,
and energy resolution. The uncertainty on the JVT efficiency is estimated at a level of 3% for jets
with 20 < pt < 30 GeV, decreasing to around 1% for 50 < pr < 60 GeV. The jet energy scale
is measured by combination of a few individual measurements using different physics processes,
and has 80 systematic uncertainty components. The ones of in sifu calibrations originate from the
MC simulations, sample statistics, and uncertainties propagated from other physics objects such
as leptons and photon energies. The uncertainties are combined into eight effective uncertainties
(“EffectiveNP”’) with the original largest correlations among the components kept. The effect of loss
of the small correlations is limited in certain kinematic phase space and negligible in this analysis.
The remaining systematic uncertainties originate from the six classes: n-inter-calibration, pileup,
jet flavour, punch through, non-closure in the detector simulation, and single hadron response. The
measurement on the n-inter-calibration has two systematic uncertainties of MC modelling and non-
closure in the range of 2.0 < || < 2.6 and statistical uncertainty. These uncertainty affects at most
2% in the most sensitive categories. The pileup correction has four uncertainties: pileup modelling,
modelling of the number of primary vertices, modelling of the event pr density, and the residual pr
dependence. The third component affects the meg distribution in the most sensitive categories by
around 4%, while the others affect by less than 1%. The jet flavour has three systematic uncertainties:
the flavour composition in a jet between quarks and gluons, the response of jets originating by gluons,
and the response of jets initiated by the bottom quarks. The systematic uncertainty affects from low
pr jets by around 10%, deceasing to high pr. The uncertainty for the punch through correction in the
calibration steps using the hits in the muon spectrometer is also taken into account. The uncertainty
is obtained by the difference of the jet response between the data and MC simulation. The effect of
the uncertainty is negligible in the sensitive categories. An uncertainty is derived from the difference
between the detector simulations of nominal one and faster simulation called Atlfast-I1 [88], affecting
<1% in all the categories. The systematic uncertainty from the test-beam measurement on the single-
particle response with high pr is around <0.1% in all the categories. The 21 corresponding nuisance
parameters are considered in the fit.

The uncertainty on the jet energy resolution is derived from the in situ measurements in Runl [179]
and the extrapolation from Runl to Run2 [108]. The total uncertainty is around 4% for low pt and
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less than 1% for high pr for a jet. It corresponds to an effect of around 1% for low m.g and up to 4%
for high mg. This nuisance parameter is considered in the fit.

In addition, the systematic uncertainties on the small-R jet mass are considered. The mass scale was
measured in Runl by using the dijet events [180]. The uncertainty is derived from the comparison
of the mass between the jets made of energy clusters in the calorimeter and ones made of tracks
reconstructed in the ID. It has four systematic components: the MC modelling, calibration of the mass
in the calorimeter, track measurements, and statistical uncertainty. They affect the m.g distribution
in the sensitive categories by at most 1%. A relative 20% mass resolution uncertainty is assigned.
It affects only 4% in the sensitive categories. In total five nuisance parameters are considered in the
fit.

8.3.3 Missing Transverse Energy

The systematic on E;niss is propagated from uncertainties of all the other physics objects of leptons
and jets. Other contributions from MC modelling associated with the track soft term are also taken
into account. The systematic uncertainties of the scale and resolutions affect the m.g distribution in
the sensitive categories by at most 1%. The three nuisance parameters are considered in the fit.

8.3.4 Large-R jets

As described in Section 3.5, the large-R jets are reclustered from the small-R jets. The systematic
uncertainties on the large-R jets are propagated from the uncertainties on the small-R jets.

8.3.5 Flavor tagging

The efficiency to identify the b- and c-jets and misidentify light-jets are calibrated by several individual
measurements. A number of systematic uncertainties for the measurements including MC modelling
and the uncertainties on the other physics objects are combined by the diagonalisation method. In
the different pr bin, the covariance matrix of the scale factors is diagonalised. The eigenvectors
correspond to the variations of the systematic uncertainties. Six eigenvectors are considered to
describe the systematic uncertainty on the b-tagging efficiency. The same procedure is applied in
the light- and c-tagging efficiencies, and seventeen and four eigenvectors are considered for the light-
and c-tagging efficiencies, respectively. The first eigenvector for the b-jets tagging affects the mcg
distribution in the sensitive categories by around 10%. The first eigenvectors for the c-jets tagging
and light-jets mis-tagging affect the mcg distribution in the sensitive categories by around 3%. An
additional uncertainty on the extrapolation to high pr is assigned. Since the individual measurements
with data are carried out for certain momentum ranges, the extrapolation of the scale factors is derived
from a variation of the efficiency when changing the variables affecting the b-tagging efficiency. The
uncertainty on the extrapolation affects approximately 5% for the highest m.g and 1% for lower meg.
In absence of a direct measurement in data, for 7-jets, the c-jet scale factor is used. The extrapolation
from c-jets to T-jets is taken into account in the fit as a nuisance parameter. This uncertainty affects
by only less than 1%.
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8.4 tt+jets background

In this section, the uncertainties on the modelling of r7+jets background is described. In #f+jets
background, the t7+>1b background is treated differently from ¢7+>1c and ¢7+lights background to
describe the background better. The systematic uncertainties on the common generator of the #f+jets
backgrounds are described in the next paragraph. The additional systematic uncertainties for t7+>1b
and others are described afterwards.

Common uncertainties for all the ¢7+jets samples The uncertainty of the inclusive ¢7 production
cross section is +5.1%/—6.1%. It is driven from the theoretical calculations varying the factorisation
and renormalisation scales and the other uncertainties on the PDF, ag, and the top quark mass. The
effects of the initial and final state radiation are estimated from the two POWHEG+PyTHIA samples
with the different parameter sets. One sample gives more radiation, which is generated with the
haqump parameter of 2 - myp, the renormalisation and factorisation scales of half the nominal values,
and the P2012 radHi tune. The other sample gives less radiation, which is generated with the Agymp
parameter of myp, the renormalisation and factorisation scales of twice the nominal values, and
the P2012 radLo tune. The uncertainty of the radiation is driven by the difference between each
sample and the nominal sample. The effects of the generator for the hard scattering process and
the parton showering model are derived from two alternative samples. One sample is produced by
the MG5_aMC generator interfaced into HErwiG++ [131] for parton showering. The other sample
is produced by the PowHEG-Box generator interfaced into HErwiG++ for parton showering. The
uncertainty of the generator is estimated by the difference between the two alternative samples,
while the uncertainty of the parton showering model is estimated by the difference between the latter
alternative sample and the nominal sample.

The uncertainties for +>1b samples The uncertainty is assigned to all the 7+jets backgrounds
of tt+>1b, t1+>1c, and tf+lights. As shown in Fig. 7.2 (f), the background prediction in the categories
dominated by #7+>1b is underestimated. It is known from the cross section measurements of 77+>1b
at+/s = 8 TeV [181, 182]. The difference between data and the prediction is compatible with the large
uncertainties on the t7+>1b production. Since the t7+>1b production cross section at v/s = 13 TeV
has not been measured, the ¢7+>1b normalisation factor floats freely in the fit to avoid biases and
then is determined by the fit.

The t7+>1b samples are weighted to match the NLO prediction by SHERPA+OPENLoOOP as described
in section 5.2.1. Thus, the uncertainties related to SHERPA+OPENLoOP are described in this para-
graph. The nominal samples are configured by the three parameters of the renormalisation scale ug,
factorisation scale up, and resummation scale uqg as ur = ucmmps and ur = ug = Hr,,/2, where
HUCMMPS = Hr,f, b.b E%’/f and Ht, = Et; + Er;. The uncertainty on the choice of the parameters
is estimated by three kinds of the parameter setting. One is to vary the renormalisation scale by
a factor of two up and down(“scale”). Another is configured to vary only the factorisation and
resummation scales to softer scale pcvmps(“glosoft”). The last one is configured to vary only the
resummation scale to softer scale ucymps (“Q-CMMPS”). These parameter settings are summarised
in Table 8.2. Another alternative sample is generated with a different shower recoil model scheme
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Table 8.2: Different scale variations considered in the NLO prediction for t7+>1b from SuerpA+OPENLOOP.
The renormalisation, factorisation and resummation scales are represented by ur, ur, and uq, respectively,

— _pl/4 — _
where (cvmps = nt,i,b,b ET,i and Ht; = Et1; + E15.

Scale variable nominal “scale” “glosoft” “Q-CMMPS”
HR HMcMMPS  McMMPS X/ =2 HCMMPS HCMMPS
HF Hr,/2 Hr,/2 HCMMPS Hr,/2
HQ Hr,;/2 Hrt,:/2 HMCMMPS HCMMPS

(“CSS KIN”) [157]. Also the uncertainties of PDF set are derived from the other PDF sets of MSTW
and NNPDF. The fraction of t7+>1b subprocess depends on the multiple parton interaction (MPI) and
the final-state radiation from the top decay products. The former contribution is studied in Runl to
compare the samples with different UE, and results in a normalisation uncertainty of 25%(50%) for
MPI b (bb) category [183]. The uncertainty of the latter contribution is assessed by the comparison
of different parameter settings of PowHEG+PyTHIA, which is described above.

The additional systematic uncertainties on the choice of the NLO generator is assigned. The one
uncertainty (“4F PY8”) is derived from the comparison between the NLO prediction of Map-
GRAPH5_aMC@NLO+PyTHIA 8 and nominal prediction of SHERPA+OpPENLooOP. The other uncer-
tainty (“4F PS”) is computed from the comparison between the MaApGrRAPHS_aMC @NLO+PyTHIA
8 and MADGRAPHS _aMC@NLO+HERWIG++.

Uncertainties for #£+>1c and ¢ +lights samples  The ¢7+>1c normalisation uncertainty is assigned
to be 50% conservatively since this analysis is not sensitive enough to determine the value by the
fit. The uncertainties on the generator, radiation, and parton showering are considered as described
above. In addition, the systematic uncertainty on the NNLO prediction is taken from the difference
between applying and not applying the reweighing.

8.5 W /Z +jets background

The uncertainty on the normalisation of V+jets background is estimated from all the subprocesses
of V+>1b+jets, V+>1c+jets, and V+light-jets to be 30% [49]. Additional uncertainty of 30% is
conservatively assumed for V+>1b+jets, V+>1c+jets since these subprocesses are underestimated
in the MC prediction. The uncertainty is treated to be uncorrelated across the event categorisation
with top-tagged and Higgs-tagged jet multiplicity. In total, twelve corresponding nuisance parameters
are considered in the fit.
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8.6 Single top backgrounds

The total normalisation uncertainty on the single top background is estimated as 20%. It includes
the theoretical uncertainty on the total cross section in -, Wt- and s-channels (+5%/—4%) [160-162]
and the contributions from the variation of the parameter sets regulating the radiation as done in
tt+jets background. For the ¢- and Wr-channel processes, an uncertainty of the parton shower and
hadronisation model is derived by comparing events produced by the PowHEG generator interfaced
to Pytaia or HERwiG++. The total uncertainty is computed by the sum in quadrature of all the
uncertainties at the preselection level.

Additional uncertainty (“DR/DS”’) on Wt process about the removal scheme of double-counting the
events with ¢7 process is estimated by the difference between the nominal sample and alternative sample
with the different removal scheme, so-called “diagram subtraction” scheme [184]. The difference
significantly affects meg shape by 50% at m.g = 1 TeV, increasing up to 90% at m.g = 3.5 TeV.
The corresponding six nuisance parameters, uncorrelated among the event categorisation with the
top-tagged and Higgs-tagged jet multiplicity, are taken into the fit.

8.7 Other backgrounds

The uncertainty on the NLO theoretical cross section for the diboson process is 5% [185], which
is estimated in the events with >2 jets. To estimate the uncertainty for higher jet multiplicity, it is
extrapolated based on the comparison among various algorithms [186]. Consequently, the uncertainty
of 48% is considered in the events with at least 6 jets. The uncertainty is taken to be uncorrelated
across the categories with the top-tagged and Higgs-tagged jet multiplicity.

For 7V, ttH, the uncertainties on the NLO theoretical cross sections are estimated 15% [187, 188], +
9% /—-13% [189], respectively. Finally, an uncertainty of 30% is estimated for the NLO prediction of
the SM t#tt cross section [190]. Other additional modelling uncertainties are not taken into account
for these backgrounds.

8.8 Multijet background

The uncertainty of the multijet background originates from the uncertainty on the efficiency and
fake rate in the data-driven MM. It is expected to be large in the events with high jet and b-jet
multiplicities because of lack of the available statistics for determination of the rates. In order to
estimate the uncertainty on the background, the MC prediction is compared with the data in the
multijet-rich regions. From the results, the normalisation uncertainty in electron channel is assumed
50% for |p| < 1.0 and 100% for || > 1.0, and that in muon channel is assumed 50% for all n
range. Since the source of fake leptons is different between electron and muon, and also the dominant
source can depend on the event topology, the corresponding NPs are taken to be uncorrelated among
electron, muon, and the event categorisation with the top-tagged and Higgs-tagged jet multiplicity.
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In total twelve NPs are taken into the fit. While the uncertainties may be too conservative, it does not
affect the signal sensitivity since the background is negligible in the signal-sensitive categories.
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9 Statistical analysis

Statistical processing of data allows to quantitatively test an existence or an absence of the signal in
observed data. A binned likelihood is used in the fitting procedure. In this section, the detail of the
methodology in statistical treatment is described.

In order to search for signals of the new phenomena in physics, two hypotheses are tested:

* Null hypothesis
It is the hypothesis, referred as Hy. In this analysis, it is denoted as b-only hypothesis where
data does not include any signals but only backgrounds.

* Test hypothesis
It is the one to be true when the null hypothesis is rejected, known as H;. In this analysis, it is
denoted as s + b hypothesis that data includes both signals and backgrounds.

The two hypotheses are distinguished by the parameter u, signal strength, which corresponds to
b-only hypothesis for ¢ = 0 and s + b hypothesis for ¢ = 1. In case that the p-value, which is a
probability under b-only hypothesis to observe as many events as the one observed in data, is low,
which means the data is not explained by the background only prediction, it allows us to state about
the presence of the new signals. p-value is often converted into significance expressing in a unit
of standard deviation of the Gaussian distribution. In high energy particle physics experiments, the
following statements are conventionally used based on p-value and significance:

* Evidence
It is stated when p-value is less than 1.35 x 1073 corresponding to a significance of >3c.

* Discovery
It is stated when p-value is less than 2.87 x 10~/ corresponding to a significance of >50.

When the p-value is higher than the criteria above, it cannot exclude b-only hypothesis due to the
small significance. In the absence of the signals, the signal models considered are excluded at some
confidence level by using the similar probability under s + b hypothesis. The detailed procedure will
be discussed later.

9.1 Likelihood function and profile likelihood ratio

The probability to observe as many events as measured in data is described with the likelihood
function L. Here, we shall consider the simplest example that we observe n?bs events at the i-th bin
in a histogram with n?Xp = u - s; + b; events expected from MC prediction, where s; and b; stand for
the expected number of events for the signal and backgrounds in the bin, respectively, and u is the
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signal strength. The probability to observe n
can be expressed with Poisson distribution:

events under the expectation of n; © events, P;(u),
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Thus, the likelihood, the probability to observe data in all histogram bins is computed as:

bins

Lo =] | Piw. 9.2)

In reality, any experiments have statistical and systematic errors, and measurements can fluctuate
with them. We have to take into account the effect of errors in the likelihood function. The effects
are described as nuisance parameters . The expected number of events s; and b; are affected by
the nuisance parameters and can be written as a function of 6: s;(6), b;(8). The variations for each
nuisance parameters are added into the likelihood function assuming a probability density function
(pdf), p(60), referred to as penalty term or prior on 9:

bins

NP
Lo =[ [Pw] ] e@p 93)
i J

The form of pdf is chosen depending on the property of the nuisance parameter. In this analysis, the
following pdfs are used:

* Free float
It means that no constraint is applied in the likelihood function. ##+>1b normalisation factor
is free floated since it has not been measured precisely at /s = 13 TeV.

p(0) =1 (9.4)

e Gamma (Poisson) distribution
It is used for the statistical uncertainty related to the number of MC events in a bin since it can
describe the probability in the cases of both large and small statistics. Here, we shall think that
N events are entered in a histogram bin by a certain probability p when n events are generated
by a MC simulation: n - p = N. The probability to observe 8 events is expressed by using
Poisson distribution:

(N)H e N,

p8) = 7

9.5)
* Log-normal distribution
It is a Gaussian distribution with the variable 6 — In 6 which are bounded in positive 6. Thus,

the pdf for the normalisation uncertainty can be written by Log-normal distribution as following
since it is not allowed to take negative values.

(9.6)

In(0/6))?
o(6) = _mu»)

1
V§m@”%zmww
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Figure 9.1: Probability densitiy functions used for prior, Gaussian (black), Log-normal(red) with the mean
6 = 1 and different uncertainty o = 0.1 (solid line) and 0.5 (broken line).

* Gaussian distribution
It is commonly used for the other systematic uncertainties.

1 (6 — 6)?
p(6) = \/Eanp(_ 2 ) 9.7)

Figure 9.1 shows a comparison among the pdf listed above except Poisson distribution. As described
above, in case of larger uncertainty, it is shown that Log-normal pdf falls down to zero near around
@ = 0 and be bounded positive while Gaussian pdf does not. On the other hand, for smaller
uncertainty, Log-normal distribution is similar to Gaussian distribution.

To make it easy and simple to understand the fit results, all the NPs are represented to be zero at the
center and with a width of one. For instance, a NP § with the uncertainty o and the mean 6 can be
expressed as:

0" = 0-6 (9.8)

o

When data does not have enough sensitivity to access a NP or enough statistical power to pull the NP
and reduce the original uncertainty, the post-fit NP distributes around zero and with a width of one.
If nominal MC prediction or systematic uncertainties are mis-modelled or mis-estimated like 7+>1b
modelling, the central value of a post-fit NP distribution is shifted far from zero and then post-fit
data / MC agreement becomes better. In case that the original uncertainty is assigned too large or
has correlations among other NPs, fit can reduce the post-fit uncertainty of the NP. In particular,
establishing the correlation among NPs during fit process reduces the total uncertainty.

Each background process has hundreds of NPs, and then one fit takes quite long time to scan all the
NPs and find the maximum of the likelihood. In order to speed up a fit, the NPs which have a very

149



small effect on normalisation or m.g shape are pruned without drastically changing the fit results. The
pruning algorithm detects the systematic variation on m.g from nominal expectation. If the variation
on normalisation (shape) in a NP is less than 1%, the NP is not used in the fit as normalisation (shape)
uncertainty.

In this analysis, the profile likelihood ratio is used as the test statistic g,,:

6?
N L(w, 6,)

—, (9.9)
L(i1,0)

qu =21

where /i and @ are the parameters that maximise the likelihood function and 4 is the parameter that
maximise the likelihood function with a given signal strength u. In order to test b-only hypothesis,

w in the denominator is set to zero: go = —21In L(u = 0,60)/ L2, ). For example, if data prefers
b-only hypothesis, L(u = 0, 6y) becomes as large as the denominator £ (1, §) and then gy becomes

~ 0. If not, L(u =0, 6o) becomes small compared to the denominator L(f, 9) and then qo becomes
large. The test statistic is known to be expressed with Wald’s approximation [191]:

A2
Qu = (“U—f) +O(1/VN), (9.10)

where i follows a Gaussian distribution with a mean u’ and standard deviation o-, when the data are
distributed according to a parameter of y’. Assuming the term O(1/VN) can be neglected, the pdf
for the test statistic g,, can be described with a non-central chi-square distribution [192]:
, 11 1 H— i o 1 Y
flq Iﬂ)=——[eXP(——( Gu + ——) )+6Xp(——( Gu — ) I CA B
K 2[4 21 2 Vau o 2 Vau o

In the case of u = ', the distribution f(g,|u) is written as:

11
= ———e W2, 9.12
7@l 27\ ©-12)

Finally, the p-value can be computed by:

p,ﬁf faulwdgy. (9.13)

4 u,obs

Figure 9.2 illustrates the pdfs for the test statistic gy assuming background-only and signal-plus-
background hypotheses. In both hypotheses, the parameter u is set to be zero. If the test statistic is
observed to be the median on the dataset under the signal-plus-background hypothesis, the expected
po is computed by integrating the pdf under background-only hypothesis from the median to positive
infinity. When the upper limits on the signal strength u are computed, the u is scanned, and then
the upper limit is determined to be the value for which the p-value is p, = @ at a confidence level
CL=1-qa.
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Figure 9.2: Test statistic gy distribution under the background-only (blue) and signal-plus-background (red)
hypotheses. The shaded area corresponds to an expected py if the observed ¢ is the median on the dataset
under the signal-plus-background hypothesis.

9.2 Confidence level

Here, we shall think statistical test to compute the compatibility of observed data with the two
hypotheses. Assuming that the test-statistic probability density distributions for b-only and s + b
hypothesis are obtained by a number of toy experiments, the compatibility of the test-statistic value

observed in data qﬁbs with the hypotheses can be represented quantitatively by the following confidence
levels:
e 1 —CLb

It is the compatibility of the observed test-statistic value with b-only hypothesis obtained by
the integral of probability density distribution of go from negative infinity to the observed
test-statistic value q/‘jbs. It means background p-value, the probability to get the observed
test-statistic value under b-only hypothesis.

e CLg1p
It is the compatibility of the observed test-statistic value with s + b hypothesis obtained by the
integral of probability density distribution of g; from the observed test-statistic value qﬁbs to
positive infinity. It means the probability to get the observed test-statistic value under s + b
hypothesis.

Figure 9.3 illustrates an example of test-statistic probability density distribution for b-only (red line)
and s + b (blue line) hypothesis and the test-statistic observed in data qﬁbs (black line). 1-CLj and
CL,,p are shown in red and blue area.

First, we shall think whether we discovered signals by using the compatibility of data with b-only
hypothesis CLy, which is the integral of the pdf from qﬁbs to positive infinity. If the value of 1-CLy
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Figure 9.3: An example of test-statistic probability density distribution for b-only (red line) and s + b (blue
line) hypothesis and the test-statistics value observed in data qﬁbs (black line). This is not an experimental
result but only a sketch showing the idea of confidence levels, 1-CLy(red area) and CLg,(blue area).

is as small as the borders, 1.35 x 1073 (307) or 2.87 x 1077 (5¢), it is possible to claim evidence
or discovery of signal events as written at the beginning of this section. If not, data do not contain
significant amount of signal events and is consistent with background prediction. In the case, we
show that the signal models are excluded with 95% confidence level, where the value of 95% is used
commonly in high energy physics experiments. For exclusion, CL,, can be used in principle, but
it is not used because the signal model can be excluded due to a downward fluctuation of data with
respect to the mean value of b-only expected distribution in spite of small sensitivity when difference
of probability density distributions between s + b and b-only hypotheses is not clear and overlapped
largely with each other. One solution to prevent this issue is CLs method [193] that defines CLs, the
ratio of the two p-values:

— CLs+b

CL
7 CLy

(9.14)
In case of CLg < 0.05, the signal model can be excluded with 95% confidence level. In this analysis,
the upper limits of cross section for signal models with a certain mass and branching ratio are
calculated. For 2UED-RPP and VLQ signals, the mass range having higher cross section values than
95% upper limits are excluded finally.

152



10 Results

This chapter shows all the results of the fits using several kinds of configurations. As described in
Chapter 7, a likelihood fit to data further improves the background prediction and constraints the
systematic uncertainty. Before describing the fit results, the fit procedure is explained in Section 10.1.
First, the fit is performed using the pseudo dataset generated with MC for the evaluation of the expected
fit performance. Secondly, the fit is performed using the observed data with the blind cut, referred
to as “blinded data”, in which the backgrounds dominate. It is important to verify whether the
background estimation is consistent with the observed data before searching for an excess in data.
After the validation, the fit is performed again using the full data, called as “unblinded data”, to search
for an excess in the data originating from the new physics. This procedure is illustrated in Fig. 10.1.
If an excess is observed, its significance is computed with respect to the background estimation, and
then what kinds of signal scenarios can make the excess is discussed. If no excess is observed, some
parameter space in the signal scenarios considered can be excluded since the events expected from
the signal are not observed. In this case, the upper limits on the production cross section for the
various signal models are set.

10.1 Fit procedure

In this analysis, the profile likelihood approach is employed, which scans over all the nuisance
parameters for each signal strength hypothesis to find the parameter set maximising the likelihood.
In the approach, the nuisance parameters can be pulled, and the uncertainties can be reduced. These
features result in the improvement of background predictions and of sensitivities due to the smaller
uncertainties. When the systematic variation is not compatible with the variation allowed by the
statistical uncertainty on the data, the systematic uncertainties are individually constrained. If several
systematic uncertainties have similar effects, the total effect of the uncertainties may be larger than the
statistical uncertainty of the data. In the case, to adjust the total systematic uncertainty to be a level of
the data statistical uncertainty, a correlation or anti-correlation is established. If a systematic variation
is much smaller than the statistical uncertainty on the data, the pull and error on the uncertainty are
not changed from the input variables. This section shows several examples to explain the fitting
procedure.

Fit to a toy data generated without including signal

This fitting process is explained with a simple example using a toy data in following. Here, the
following setup is assumed:
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Figure 10.1: Iustration of the fit procedure using the observed data. The x- and y-axes stand for the m¢g and
the number of jets per event, respectively. After checking the fit performance using the pseudo dataset, three
kinds of fits are performed. At the first step (1), the fit with the blinded data (S/B < 5%) is performed. The fit
uses only lower meg range where the backgrounds dominate in order to check whether the background models
are correct. At the second step (2), the fit with the blinded data (S/B < 20%) is performed. The looser blind
cuts allow to check the background models for higher m.g range. After the two validations, the final fit (3)
using whole m.g range is performed to search for an excess of data.

» Searching for a signal in a region named "Region 1"

* The region "Region 1" is dominated by one background process which is estimated with the
simulation

* The final discriminating variable is named “X”

* The background is dominant in lower X range, while the signal is expected to populate in
higher X range

* Considering two systematic uncertainties on the background: the normalisation uncertainty by
1% and X scale uncertainty

Then, the example shows that the background prediction is fitted to the data.

Figure 10.2 (a) shows the predicted (blue) and observed (black markers) X distribution in Region 1
before the fit. The expectation of the signal is overlaid as a reference. The background prediction agree
with the data within one standard deviation of its uncertainty. But the prediction has discrepancies
with the data by around 10% at the first two bins.

Then, we shall think to maximise the likelihood described in Eq. (9.3). As described above, the two
systematic uncertainties are considered. In the fit, the two nuisance parameters which correspond
to the systematic uncertainties are taken into account. The normalisation uncertainty is estimated
to be 1%. Since this uncertainty is too smaller than the statistical uncertainty on the data, it is
not expected to be constrained. On the other hand, the X scale uncertainty is expected to have
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Figure 10.2: (a) X distribution for a fit example. In Region 1, the background (blue) is dominant for lower X
range, while the signal (red) is expected to populate for higher X range. The background prediction agrees with
data (black markers) within its uncertainty (shaded area). (b) Systematic variations of X scale uncertainty. The
variations by +10 and —10 are shown in red and blue lines, respectively. They are symmetrised with respect
to the nominal prediction. The variations after this modification (“Modified”) are shown in solid lines, while
the variations before this modification (“Original”) are shown in broken lines.

larger deviation for high X range as shown in Fig. 10.2 (b). By comparing the systematic variations
with the data, when the systematic variation on the X scale uncertainty is pulled by around +10,
the background prediction can naively expected to agree with the data. Since the variation of this
systematic uncertainty is larger than the statistical error on the data, the uncertainty is expected to be
constrained.

Figure 10.3 (a) shows the pulls and constraints on the systematic uncertainties after the fit. The
normalisation uncertainty is not pulled, and its uncertainty keeps the input variation as expected.
The nuisance parameter of the X scale uncertainty is pulled by around +10-, and this uncertainty is
constrained as expected. This pull should improve the agreements between the prediction and the
data. Figure 10.3 (b) shows X distributions after the fit, and the post-fit background prediction agrees
with the data. As a result, no excess of the data is observed. This is the fitting procedure under the
background-only hypothesis. If the data includes the signal, an excess of the data should be seen.
The case where the data includes the signal is considered in following.

Fit to a toy data generated with including signal

This section shows the case where a toy data is generated with including the signal. The background
prediction and its uncertainties are the same as the ones used in the previous example. Figure 10.4
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Figure 10.3: (a) Pulls and uncertainties of the nuisance parameters considered in the fit. (b) Observed and
predicted X distributions after the fit. The post-fit background prediction (blue) agrees with data (black
markers) within its uncertainty (shaded area).

shows the observed and predicted X distributions before the fit. In this example, this data has more
events for high X range than the one shown in Fig. 10.2 (a).

Since the discrepancy between the data and the pre-fit prediction is larger for high X range, the
nuisance parameter of the X scale uncertainty is expected to be pulled by more than 1. When
this nuisance parameter is pulled by much more than 1o, the discrepancy between the data and the
prediction for low X range becomes larger, hence the likelihood value becomes smaller. The penalty
term also contributes to decrease the likelihood value due to large pulls. These features are effectively
the upper limits of the pulls.

Figure 10.5 (a) shows the pulls and uncertainties of the nuisance parameters after the fit under the
background-only hypothesis. The nuisance parameter of the X scale uncertainty is pulled by around
20. This significant change of the pulls is caused by the signal contribution. The 20~ pull of the
X scale uncertainty attempts to correct the prediction for high X range. Figure 10.5 (b) shows the
observed and the predicted X distributions after the fit. At the lowest X bin, the worse agreement
between the prediction and the data is seen. And a significant excess of the data is observed at the
highest X bin.

As described above, in the fit under the background-only hypothesis, the signal contributions are seen
as excesses of the data. In the case where the data include the signal, several nuisance parameters
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Figure 10.4: Observed and predicted X distributions before the fit. In Region 1, the background (blue) is
dominant for lower X range, while the signal (red) is expected to populate for higher X range. The background
prediction including the signal agrees with data (black markers) within its uncertainty (shaded area). The toy
data is generated with including the signal.

are pulled in order to correct the prediction. Thus, differences of the pulls are seen in the fit results
between using only the background dominant regions and all the regions including the signal sensitive
regions. These differences also indicate the signal contributions.

In this example, if the fit is performed under the signal-plus-background hypothesis, the post-fit
prediction should result in better agreements with the data than the one under the background-only
hypothesis. Figure 10.6 (a) shows the pulls and uncertainties of the nuisance parameters after the fit
under the signal-plus-background hypothesis. The pulls of the nuisance parameters are within 1o
and similar to the ones in the fit to the toy data without including the signal. Since the data include
the signal, these pulls are consistent with the expectation. The best-fit value of the signal strength p is
estimated to be 1.11 +0.46. Since the signal strength does not have the penalty term in the likelihood,
this uncertainty is determined by the accuracy of the background estimation. The fit result prefers
non-zero contributions of the signal.

Figure 10.6 (b) shows the observed and predicted X distributions after the fit under the signal-plus-
background hypothesis. The post-fit prediction including the signal has better agreements with the
data than the one shown in Fig. 10.5 (b).

The two examples shown above illustrate the fit procedure. The nuisance parameters corresponding
to the systematic uncertainty can be pulled in order to correct the background prediction within
their uncertainties and maximise the likelihood. The uncertainties can be constrained by using the
data statistics. Without any signals in the data, the nuisance parameters are pulled, and then the
background prediction is consistent with the data after the fit under the background-only hypothesis.
If the data include the signal, the signal contribution can be observed as an excess of the data. By
comparing fit results between using the background dominant regions and using the signal sensitive
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Figure 10.5: (a) Pulls and uncertainties of the nuisance parameters considered in the fit under the background-
only hypothesis. (b) Observed and predicted X distributions after the fit. The post-fit background prediction
(blue) agrees with data (black markers) within its uncertainty (shaded area).

regions, the signal contributions can be seen in the nuisance parameters’ pulls. In the fit under the
signal-plus-background hypothesis, the signal strength parameter u is determined. If the data include
the signal, the fitted u value is estimated to be non-zero value with an uncertainty.

10.2 Expected fit performance

In order to understand beforehand the fit behaviour such as the pull and constraints on the nuisance
parameters (NP) after the fit, the fit is performed to the artificial data so-called “Asimov data”
generated under the background-only hypothesis. In other words, the event yields of Asimov data
are exactly equivalent with the expected total background prediction!. The Asimov data has only
statistical uncertainties with respect to the expected number of events in each bin, as the observed
data has.

Figure 10.7 shows the pulls and constraints on the nuisance parameters in the fit to the Asimov
dataset under the background-only hypothesis with an integrated luminosity of 36.1 fb~!. For each

! The Asimov data used here is not randomly generated with the expected uncertainty but is equal to the total background
prediction.
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Figure 10.6: (a) Pulls and uncertainties of the nuisance parameters considered in the fit under the signal-plus-
background hypothesis. The signal strength u (red) is estimated to be 1.11 + 0.46 by the fit. (b) Observed
and predicted X distributions after the fit. The post-fit background prediction (blue) agrees with data (black
markers) within its uncertainty (shaded area).

NP, the fitted value represents the preferred shift with respect to the prediction in a unit of its prior
uncertainty, and the fitted error represents the uncertainty after the fit in a unit of its prior uncertainty.
As described above, the Asimov dataset agrees perfectly with the total background prediction. It
results in that all the central values are distributed at zero since the NPs are needed to be shifted
within their uncertainty. If this analysis does not have sensitivity to a NP or the NP is not correlated
to another NP, the fitted error should be one since nothing constrains the uncertainty. The ¢7+>1b
normalisation floated freely in the fit is determined as 1.0 = 0.27 by the statistics. Since the NP of the
t1+>1c normalisation is determined to be 0.0 + 0.747, the t7+>1c normalisation is determined to be
1.0 £ 0.37 after the fit. The larger uncertainty on ##+>1c normalisation is caused by less sensitivity
of this analysis for the 7+> 1¢ background. For instance, in all the SR categories, t7+>1c background
is not dominant while the categories with 4 b-jets are dominated by t7+>1b background. It results
in less constraints on the #7+>1c nomalisation uncertainty. Most of the NPs have the errors of one,
while a few NPs have reduced errors after the fit. The uncertainties on the pileup and related to the
jet energy resolution contribute to lower jet pt region which corresponds to lower m.g region where
there are a lot of statistics. This feature results in the errors less than one. The nominal modelling
uncertainties related to t7+jets background can be overestimated because they are estimated by the
theoretical comparisons between the extreme parameter settings of the generators. In addition, the
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NPs related to modelling uncertainties can be correlated with another NP. These features result in
the constraints on the NPs of 77+>1b modelling. The correlation matrix among the NPs is built
during the fit (Fig. G.1 in Appendix G.1) and shows around 20% (anti-)correlations among the NPs
of t7+jets modelling. It results in the constraints on these NPs. The other NPs have only a few percent
correlations in general. The uncertainties on the multijet background are constrained in the “OTOH”
and “OT1H” categories since the prior uncertainty is overestimated. The total uncertainty on the
event yield in a category is reduced from around 20% to around 10%.

To understand the impact of each NP on the signal strength w, a fit to the Asimov dataset generated
under the background-only hypothesis is performed under the signal-plus-background hypothesis and
evaluate the impact from the variation of ¢ when each NP varies by =10 with respect to its prior
uncertainty. Figure 10.8 shows the leading 10 uncertainties according to the impact on u after the fit
assuming the VLT signal events of SU(2) doublet with the mass of 1 TeV. The leading uncertainty is
those related to #7+>1b modelling such as the generator, parton shower, and radiation as well as the
b-tagging extrapolation uncertainty which are not constrained by the fit. These leading uncertainties
depend on the meg ranges which are sensitive to the signal model considered. Similar plots with
different signal models are shown in Appendix G.3 and indicate that the same uncertainties have
the largest impact on u for whole mg ranges and all the sensitive categories in general. For the
other uncertainties, the #7+>1b normalisation and #7+>1c NNLO uncertainties also have the impact
in lower and higher m.g range, respectively. In order to understand the effect to the signal estimation,
the similar plots are made with the signal event being injected into the Asimov dataset (Fig. G.2 in
Appendix G.3). It turns out that the uncertainties of the leading b-tagging eigen-vector components
and b-tagging extrapolation affect the signal prediction.

Finally, the fit will be performed to the observed data. The observed data can fluctuate from the
background prediction, which may lead to unreliable results if the fit condition is unstable since
numerous NPs are fitted simultaneously over many categories. To validate the fit condition, several
Asimov datasets are generated with some NPs or signal events injected. The set of fits is performed
under both background-only and signal-plus-background hypotheses, and then the consistency of the
fit result with the alternative Asimov dataset is confirmed. All the test items and results are shown in
Appendix G.2. It is concluded that all the fit results are consistent with the expectations and the fit
stably works.

10.3 Fits to blinded dataset

A fit to the blinded data as defined in Section 7.4 is performed under the background-only hypothesis.
The results of the pulls and constraints on the NPs and correlation matrix among NPs are shown in
Appendix G.4. In general, most of NPs have the values of zero and the errors expected from the fit
to the Asimov dataset. The shifts at most + 10 of the NPs related with ¢7+jets modelling improve the
agreement of the prediction. The ##+>1b normalisation factor is determined to be 1.24 + 0.32 whose
relative uncertainty increases because the blind cut limits the available statistics. The correlations
among the NPs are also consistent with the expectation from the fit to the Asimov dataset.

Figure 10.9 shows the event yields in the search and validation regions after the fit (“post-fit”). All
the categories have good agreements between the post-fit background prediction and observed data.
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Figure 10.7: Pulls and constraints on the fitted nuisance parameters related to (a) the luminosity, pileup, and
physics objects and (b) background modelling in simulation and the normalisation uncertainty of multijet
background by the data-driven estimation. The #7+>1b normalisation is not displayed since it is floated freely
in the fit. The fit is performed to the Asimov dataset generated under the background hypothesis with an
integrated luminosity of 36.1 fb~!. For each NP, the fitted value represents the preferred shift with respect to
the prediction in a unit of its prior uncertainty, and the fitted error represents the uncertainty after the fit in a
unit of its prior uncertainty. All the values are distributed at zero since the background prediction perfectly
agrees with the Asimov dataset and it does not need to improve the prediction by shifting the NPs.
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Figure 10.8: Impact on the signal strength u of each uncertainty obtained from the fit under the signal-plus-
background hypothesis to the Asimov dataset generated under the background-only hypothesis. The signal
model used here is the VLT signal of SU(2) doublet with the mass of 1 TeV. The leading 10 uncertainties
according to the impact on u after the fit are shown. In the figure, there are two independent x-axes in the
top and bottom. Black points which are plotted according to the bottom x-axis represent the deviation of
each fitted nuisance parameter (§) from the nominal value (6p) in a unit of its prior uncertainty (A6). The
uncertainties are sorted according to the impact of it after the fit (hashed blue area) plotted according to the
top x-axis. The impact of each uncertainty on u is calculated by the difference of u when a fit is performed
with the corresponding nuisance parameter fixed at § + 0. The 17+>1b normalisation floated freely in the fit
is set to be one. The uncertainty of 77+>1b radiation has the most impact on y for the signal.

The post-fit prediction in “>0T, >2H, >6j, >4b” category (the right end bin) also agrees with the
data within 20 and is not related to any signal models since the excess distributes at meg < 1.3 TeV
(Fig. G.6 (h) in Appendix G.4). Especially the yields of the post-fit prediction in the validation
regions agree with data. It indicates that the fitted NP corrects the background prediction properly.
Comparison of all the m.g distributions between the post-fit prediction and the data is shown in
Figs. G.6 and G.7 in Appendix G.4. It is found that the post-fit prediction also agrees with the blinded
data in the meg range.

As discussed in Chapter 7.4, when the blind cut determined by the S/B threshold of 5% is applied,
the meg distributions in both the search and validation regions do not include the high meg region
even in the signal-depleted categories such as “OT, OH” and “1T, OH” categories. In order to validate
the fit results further, the fit to the data with the S/B threshold loosened from 5% to 20% is performed
under the background-only hypothesis. The looser cut allows to validate the high m.g regions in the
signal-depleted categories. All the fit results are shown in Appendix G.5. The pulls and constraints
on the NPs are consistent with the fit to the blinded data with the tighter blind cut (S/B < 5%).
The t7+>1b normalisation is determined to be 1.12 + 0.29, which is consistent with the fit result
(1.24 £ 0.32) to the blinded data with the 5% threshold. The pulls, constraints, and correlations of the
NPs are also consistent with them. The event yields and meg distributions of the post-fit background
prediction agree with the data within 20 in both the search and validation regions. For the signal-
depleted categories, the mcg distributions have good agreement between the post-fit prediction and
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Figure 10.9: Event yields in (a) the search regions (>6 jets) and (b) validation regions (5 jets) after the fit
(“Post-fit”) to the data (black dots) with the blind cut applied. The fit to the blinded data is performed under
the background-only hypothesis (Bkg-only) using only the search regions. The fit result in the search regions
is propagated into the background prediction in the validation regions. The backgrounds of V+jets, diboson,
single-top, ¢tV and 7t H which have small contributions are combined into a single background named “Non-#7".
The hashed area represents the total uncertainty on the post-fit background prediction, which is computed by
the sum in quadrature of all the statistical and systematic uncertainties with correlations among NPs taken into
account.

observed data in the whole range as shown in Fig. 10.10 (a) and (b).

These validation results assure that the fit properly works for whole m.g range and the systematic
uncertainties and their nuisance parameters include no significant problems.

10.4 Fits to unblinded dataset

Before going to the detail in this section, the fit results described above are summarised briefly. From
the fit results with the Asimov dataset, the fit procedure is validated and confirmed to work properly.
The two validation steps of the fits with the blinded data show good agreements of the background
prediction with the blinded data for both lower and higher m.g ranges. Consequently the blinded data
is understood. Then, in this section, the data is unblinded, and then the search for new phenomena is
performed.

A fit to the data without any blind cut is performed under the background-only hypothesis. The pulls
and constraints of the NPs are shown in Fig. 10.11, which show similar results to those obtained in
the fit to the blinded data. In followings, the effects of the pulls on the high meg are discussed.

Jet uncertainties The NPs related with the jet uncertainty have small shifts by at most +0.50". They
come from t7+lights for lower meg range in the signal-depleted categories with 3 b-jets. The
“p topology” and “Flavour composition” are shifted by around +0.30. They affect the high
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Figure 10.10: Predicted and observed mecg distributions in the signal-depleted categories of (a) “OT, OH, >6j,
3b”, (b) “IT, OH, >6j, 3b” after the fit to the data under the background-only hypothesis. In these categories, the
whole meg spectrums are compared because of less sensitivity to signal under the looser blind cut (S/B < 20%).

The bottom panel shows the ratio between the data and total background prediction (“Pred.”).

meg only by at most +3% in the signal-sensitive categories. The pull on the “Effective NP2”
by —0.50 affect only —1% in the signal-sensitive categories. The pull on the “JMR” by +0.50
affect only around +2% in the signal-sensitive categories. The effects of these uncertainties
are too small to affect the background prediction as well as the signal sensitivity.

b-tagging uncertainties The NPs related with the b-tagging eigen-vector of the uncertainty and

b-tagging extrapolation have small shifts by —0.30 and —0.70, respectively. The leading
eigen-vector component of the b-tagging (B) and c-tagging (C) has —0.30 shift, which result
in a small effect by around 1.5% and 3% for 3 and >4b-jets categories, respectively, in
tt+>1b prediction. The uncertainty corresponding to the leading b-tagging does not have a
large effect on the meg shape but the normalisation, leading to anti-correlation with 77+>1b
normalisation. The uncertainty of b-tagging extrapolation affects the m.g shape by —1% at
lowest meg increasing to around —4% at the highest meg. The shift originates from “OT, OH,
>6j, >4b” category which has enough statistics at higher pr.

tt+jets modelling uncertainties The uncertainties are constrained as expected from the fit to the

Asimov dataset. These pulls are caused by #7+lights in the signal-depleted categories which
have high statistics. Eventually the pulls correct the m.g¢ shape of the background prediction. In
the preselection, the pre-fit background prediction is overestimated for higher m.g range with
respect to the data as shown in Fig. 7.5. The NPs like ¢#7+lights generator correct the higher
meg tail as shown in Fig 10.12 (a). Pulls of these NPs result in less events in lower mg range.
In order to compensate the event yields in this range, the NP of ¢7+lights parton shower, whose
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Figure 10.11: Pulls and constraints on the fitted nuisance parameters related to (a) the luminosity, pileup,
and physics objects and (b) background modelling in simulation and the normalisation uncertainty of multijet
background by the data-driven estimation. The #7+>1b normalisation is not displayed since it is floated freely
in the fit. The fit is performed to the dataset without any blind cuts. For each NP, the fitted value represents
the preferred shift with respect to the prediction in a unit of its prior uncertainty, and the fitted error represents
the uncertainty after the fit in a unit of its prior uncertainty.

systematic variation increases the event yields as shown in Fig 10.12 (b), is pulled largely such
as 1.40 = 0.67.

After the fit, the 17+>1b and t7+>1¢ normalisation factors are estimated as 1.04+0.27 and 0.30+0.42,
respectively, which are also consistent with the fit result with the blinded data. The correlations among
the NPs shown in Appendix G.6 are similar to those in the fits with the blinded data.

The event yields of the post-fit background prediction in the signal-depleted categories are shown in
Table 10.1. In the categories with 3 b-jets, the #f+lights background is dominant and then has around
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Figure 10.12: (a) generator and (b) parton shower systematic uncertainties of z7+lights in “OT, OH, 6j, 3b”
category. The systematic variations by +10 are shown. The “Modified” (solid line) uncertainty is the variation
of the uncertainty after smoothing the “Original” (broken lines) uncertainty. The shaded area shows the
uncertainty on the ¢t7+lights prediction. The values in round brackets show the systematic effect on the total
event yield in this category.

15% uncertainty on the total event yield. In the categories with >4 b-jets, the t7+>1b background is
dominant and then has around 13% uncertainty on the total event yield. And the multijet background
is negligible in the >4 b-jets categories. The total events of the post-fit prediction in the signal-
depleted categories agree with those of the observed data within the uncertainty, which is calculated
by the sum of the systematic and statistical uncertainties on the yield with the correlations among
the NPs taken into account. This is the reason why the uncertainty on the total event yield is less
than the quadratic sum of the individual background component. The event yields of the post-fit
prediction in the validation regions shown in Appendix G.6 also agree with those of the data within
the uncertainties.

The event yields of the post-fit background prediction in the signal sensitive categories are shown
in Table 10.2. The dominant background component is t7+>1b in the categories with >4 b-jets as
expected. The multijet background is negligible even in the categories with 3 b-jets. In most of the
categories, the predicted yields after the fit agree with those of the data within their uncertainties. In
“>0T, >2H, >6j, >4b” category, the observed yield slightly exceeds the prediction. In order to verify
the excess, it is necessary to compare the mcg distributions between the data and prediction.

The meg distributions of the data and post-fit prediction in the sensitive categories are shown in
Fig. 10.13. In general, the prediction agrees with the data within 20 of its uncertainty. In “>0T,
>2H, >6j, >4b” category, the excess by around 20 is seen in the lowest bin. This contributes to the
slight excess of the event yield in this caegory. Since the lowest bin ranges meg up to only 1.3 TeV,
where the signal events are not expected to distribute a lot as shown in Fig 7.6, it is not related to
the signal events. Before the fit, the data exceeds by around 20 of the total uncertainty without
any constraints as shown in Fig. F.13 (h). Therefore, the excess is not explained by the expected
total uncertainty. This excess can be due to the statistical fluctuation. Especially, the last bins for
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Table 10.1: Predicted and observed event yields in the signal-depleted categories. The background prediction
is shown after the fit to the data under the background-only hypothesis. The uncertainties are calculated by
the sum in quadrature of the statistical and systematic uncertainties with the correlations among the nuisance

parameters taken into account.

0T, OH, >6j, 3b | OT, OH, >6j, >4b | OT, 1H, >6;, 3b
f + lights | 908.40  131.20 | 51.96 = 14.57 | 257.10 = 38.76
i+ > le 502.15+ 181.87 | 65.48+24.50 | 150.41 + 54.52
1T+ > 1b 579.89 +96.76 | 246.05+28.70 | 170.95 +29.51
% 39.47 £ 6.78 10.95 + 2.10 12.59 +2.21
tTH 21.74 +2.79 12.05 + 1.95 10.66 + 1.31
W+tlight-jets | 0.67 +0.47 0.01 +0.01 0.16 £0.11
W+>lc+jets | 9.90 +4.91 0.42 +0.23 2.39 £ 1.20
W+>1b+jets | 79.67 + 33.45 9.17 + 4.06 22.75 +9.66
Z+light-jets 0.08 + 0.06 0.00 + 0.00 0.02 + 0.02
Z+>lctjets | 1.11+0.54 0.05 = 0.03 0.25+0.13
Z+>1b+jets | 14.07 +6.18 1.85 = 0.86 3.19 +1.55
Single top 99.64 + 24.88 15.17 + 4.09 16.78 + 4.91
Dibosons 12.21 + 6.25 2.03 £ 1.15 2.59 +1.39
Multijet 77.12+46.68 | 28.90+1532 | 51.82+25.18
HtE(SM) 4.29 +1.30 3.4 + 1.09 1.60 + 0.49
Total 2350.41 +98.56 | 447.52+£22.92 | 703.25 + 32.48
Data 2325 454 691
0T, IH, >6j, >4b | 1T, OH, >6j, 3b | 1T, OH, >6j, >4b
17 + lights 13.66+3.91 | 995.08 = 152.18 | 55.05+ 15.18
i+ > le 20.10£7.47 | 472.67+172.59 | 66.46 + 24.34
1T+ > 1b 73.82+9.55 | 542.88+91.54 | 245.48 +29.81
% 3.35 +0.67 47.10 + 8.07 12.32 +2.33
tTH 6.85 = 1.06 28.31 +3.67 16.44 +2.64
W+light-jets | 0.00 = 0.00 0.40 + 0.29 0.01 +0.01
W+>lc+ets | 0.11+0.06 6.17 £ 3.00 0.29 = 0.16
W+>1btjets | 2.72+1.22 60.73 + 26.24 8.72 +4.21
Z+light-jets 0.00 = 0.00 0.06 + 0.04 0.00 + 0.00
Z+>lctets 0.01 + 0.01 0.68 + 0.34 0.03 = 0.02
Z+>1b+jets | 0.30 = 0.15 8.03 +3.54 1.02 +0.48
Single top 2.81 +1.27 64.41 + 17.01 11.07 £3.33
Dibosons 0.21 +0.15 8.36 + 4.20 1.04 = 0.56
Multijet 30.14 + 10.90 | 59.49 +33.70 0.00 = 0.00
HTtE(SM) 1.25 + 0.40 6.07 + 1.84 5.05 + 1.60
Total 155.33 £ 12.24 | 2300.43 + 82.51 | 422.99 +22.01
Data 144 2309 428
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Table 10.2: Predicted and observed event yields in the signal sensitive categories. The background prediction
is shown after the fit to the data under the background-only hypothesis. The uncertainties are calculated by
the sum in quadrature of the statistical and systematic uncertainties with the correlations among the nuisance
parameters taken into account.

1T, 1H, >6j, 3b | 1T, 1H, >6j, >4b | >2T, 0-1H, >6j, 3b
1t + lights 128.80 = 24.18 7.09 +£2.20 141.32 + 35.36
tt+ > lc 68.49 +26.07 9.58 +3.68 74.78 + 31.57
tt+ > 1b 76.99 £ 15.43 36.05 + 6.65 90.44 + 19.90
% 7.61 +1.37 1.95 +0.40 10.31 £ 1.78
ttH 6.42 +0.81 4.09 = 0.63 5.28 £0.74
W+light-jets 0.04 =0.03 0.00 = 0.00 0.07 £0.05
W+>1c+jets 1.07 £ 0.60 0.05 +0.03 1.26 £ 0.68
W+>1b+jets 7.90 +3.76 0.79 £0.53 8.70 £4.16
Z+light-jets 0.01 £0.01 0.00 = 0.00 0.01 £0.01
Z+>1c+jets 0.08 = 0.05 0.00 = 0.00 0.17 £0.11
Z+>1b+jets 0.81 £ 0.60 0.07 £0.06 1.24 +0.61
Single top 12.62 +4.33 1.89 £ 0.74 9.95+3.39
Dibosons 0.96 +0.52 0.16 £0.12 2.02+1.15
Multijet 0.00 £ 0.00 0.00 = 0.00 3.58 £4.90
titt(SM) 1.31 £0.40 1.14 £0.36 2.80 +0.85
Total 313.11 £ 14.45 62.86 +£5.52 351.93 £ 19.99
Data 331 60 353
>2T, 0-1H, >6j, >4b | >0T, >2H, >6j, 3b | >0T, >2H, >6j, >4b
tt + lights 8.61 +3.04 26.17 £ 4.61 1.37 £ 0.46
tr+ > lc 11.63 +4.97 16.67 = 6.26 2.29 +0.93
ti+ > 1b 46.81 +£9.28 19.03 +£3.39 7.96 +1.43
v 2.67 £0.52 1.64 +£0.30 0.46 +0.10
ttH 3.17 £ 0.58 1.85+0.24 1.26 £ 0.20
W+light-jets 0.00 = 0.00 0.01 £0.01 0.00 = 0.00
W+>1c+jets 0.06 = 0.03 0.17+0.14 0.01 £0.01
W+>1b+jets 1.35+0.71 2.77 £ 1.40 0.70 £ 0.52
Z+light-jets 0.00 = 0.00 0.00 = 0.00 0.00 £ 0.00
Z+>1c+jets 0.01 =0.01 0.02 = 0.01 0.00 = 0.00
Z+>1b+jets 0.14 £ 0.08 0.43+0.44 0.06 = 0.04
Single top 1.54 £0.63 2.64 +£1.30 0.32+0.23
Dibosons 0.26 +0.16 0.21 +0.28 0.01 =0.03
Multijet 0.00 = 0.00 0.00 = 0.00 0.00 = 0.00
titr(SM) 2.62 +0.83 0.27 =0.09 0.23 +0.07
Total 78.86 + 7.64 71.89 +4.57 14.65 = 1.49
Data 78 76 18
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meg > 2 TeV are most sensitive to signals. In all categories shown in the figure, there are no excess
of data there, and instead the data is observed less than the prediction by around 1o.

In summary of the fit results with the unblinded data, the fit results about the pulls, constraints, and
correlations of the NPs are consistent with the validation results of the fits with the blinded data.
Unfortunately, no excess of data is observed in the high m.g ranges where this analysis has the most
sensitivity to the signal models considered. Therefore, as described at the beginning of this chapter,
the exclusion limits on the cross section for the VLT signals and four-top-quark productions are set
in Section 10.5 and 10.6, respectively.
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Figure 10.13: Predicted and observed me.g distributions in the sensitive categories of (a) “>0T, >2H, >6;j,
3b”, (b) “>0T, >2H, >6j, >4b”, (c) “1T, 1H, >6j, >4b”, and (d) “> 2T, 0-1H, >6j, >4b” after the fit to
the data under the background-only hypothesis. The bottom panel shows the ratio between the data and total
background prediction (“Pred.”). In the last bin in “> 0T, >2H, >6j, >4b” shown in the figure (b), the events
with meg > 2 TeV are not observed in the data.
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Figure 10.14: Observed (solid line) and expected (dashed line) upper limits on the cross section of the pair
production of vector-like top quarks at 95% CL in the benchmarks of (a) BR(T — Ht) = 1, (b) SU(2) doublet,
and (c) SU(2) singlet. The green and yellow shaded area correspond to +1 and +2 standard deviation around
the expected limit, respectively. The red line and band show the theoretical prediction and its +1 standard
deviation uncertainty.

10.5 Cross section limits for pair production of vector-like top quark

Since no significant excess of data is observed, the upper limits on the cross section of the pair
production of vector-like top quarks at 95% CL are set in the various benchmarks. The upper limits
are calculated by the fit to the observed data under the signal-plus-background hypothesis. The
1-lepton channel has the best sensitivity to the case of the fixed branching ratio: BR(T' — Ht)
= 1. It also has better sensitivity to SU(2) doublet but less sensitivity to SU(2) singlet. The model
dependence of the sensitivity or limits is caused by the acceptance of this analysis. For instance, the
analysis requires high jet and b-jet multiplicities while the VLT decay to W boson and bottom quark
results in less jet and b-jet multiplicities. The other selections such as the number of leptons, E‘Tniss,
heavy object taggers are optimized for the fixed branching ratio: BR(T — Ht) = 1.

Figure 10.14 shows the upper limits as a function of vector-like top quark mass (mvyyr) in the
benchmarks of BR(T — Hft) = 1 (a), SU(2) doublet (b), and SU(2) singlet (c). The expected and
observed limits are computed using the post-fit prediction and observed data, respectively. The
observed limit has around 30 deficit with regard to the expected limit, originating from the sum of
less observed events than the prediction in each signal sensitive category. The systematic analysis
and reason are discussed in Chapter 11. By comparing the upper limits on the cross section with
the theoretical cross section, a certain range of the VLT mass can be excluded at 95% CL. For
BR(T — Ht) = 1, the observed (expected) lower limit on the mass is set to 1.47 (1.30) TeV.
For SU(2) doublet, the expected (observed) limit is set to 1.36 (1.16) TeV. For SU(2) singlet, the
expected (observed) limit is set to 1.23 (1.02) TeV. The theoretical error is not taken into account in
computations of these mass limits.

By varying the branching ratio, the exclusion limits on the VLT mass can be displayed in the two
dimensional plane of BR(T — H¢t) vs. BR(T' — Wb). The observed and expected exclusion limits
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Figure 10.15: (a) Observed and (b) expected lower limits on the vector-like top quark mass at 95% CL in the
two dimensional plane of BR(T — Ht) and BR(T — Wb).

are shown in Fig. 10.15. From the observed data (expectation), the lower mass limits range from
0.94 (0.75) TeV to 1.47 (1.30) TeV for all possible branching ratio. The possibility of masses below
0.94 GeV is excluded for any branching ratio.

10.5.1 Overview of 0-lepton channels

The detail of O-lepton analysis and its result are not described in this dissertation, while this dissertation
shows the interpretation of the results combining O- and 1- lepton analyses. This section briefly
describes the overview of the 0-lepton analysis. The 0-lepton analysis requires the similar preselection
and event categorisation as done in 1-lepton channels. The main differences are to require at least 7
jets for the search regions and to categorise events based on the kinematic variable of m'%,mm which
is the minimum transverse mass between Efrniss and the one of the leading three b-jets, in addition to
the same categorisation with the Higgs-tagged and top-tagged jet multiplicity. The variable allows to
distinguish the signal events from ¢7+jets background because of the kinematic difference. The same
set of the validations using the data with the looser and tighter blind cuts is performed and shows
good agreements between the post-fit background prediction and observed data. After fitting the MC
prediction to the full data without any blind cuts, the comparison between the post-fit prediction and
data shows no significant excess in data.

10.5.2 Combination of 1-lepton and 0-lepton channels

The fit is performed using both 1- and 0- lepton channels under the signal-plus-background hypothesis
to obtain the upper limits on the cross section. Figure 10.16 shows the upper limits on the cross
section at 95% CL for the VLT pair production as a function of the VLT mass after the combination
of 0- and 1-lepton analyses. The O-lepton analysis categorises the events by using E‘T"iss, and then
enhance the sensitivity to BR(T' — Zt) = 1. Thus, the observed and expected limits are drastically
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Figure 10.16: Observed (solid line) and expected (dashed line) upper limits on the cross section of the pair
production of vector-like top quarks at 95% CL in the benchmarks of (a) BR(T' — Zr) = 1, (b) BR(T — Hr)
=1, (c) SU(2) doublet, and (d) SU(2) singlet using both 1-lepton and O-lepton channels. The green and yellow
shaded area correspond to +1 and +2 standard deviation around the expected limit, respectively. The red line
and band show the theoretical prediction and its +1 standard deviation uncertainty.

improved for BR(T' — Zt) = 1, compared to the result in only 1-lepton analysis. The expected limit
is improved from that in only 1-lepton analysis by more than 20% for other benchmarks. Only in
the O-lepton analysis, the observed data has more events than the post-fit prediction, and then leads
to 1 ~ 20 excess in the observed limits. The 1-lepton analysis has more statistics than that in the
O-lepton analysis, and then the combined observed limit is 1 ~ 20 lower compared to the expected
limit. The limits are translated to the observed (expected) lower limits on the VLT mass of 1.43
(1.34) TeV for BR(T — Ht) =1, 1.17 (1.18) TeV for BR(T — Zt) = 1, 1.31 (1.26) TeV for SU(2)
doublet, and 1.19 (1.11) TeV for SU(2) singlet.
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Figure 10.17: (a) Observed and (b) expected lower limits on the vector-like top quark mass at 95% CL in the
two dimensional plane of BR(T — Ht) and BR(T' — Wb) using both 1-lepton and 0-lepton channels.

In the same way as done in the 1-lepton channel, the lower limits on the VLT mass at 95% CL are set
in the two dimensional plane of BR(T' — Ht) vs. BR(T — Wb) as shown in Fig. 10.17. For all the
possibilities of the branching ratio, the combination improves the reach on the VLT mass, compared
to the result only in 1-lepton analysis. Even after combining the 0-lepton analysis, the sensitivity for
BR(T — Wb) =1 is the lowest in the 2D plane because the 0-lepton channel also requires high jet
and b-jet multiplicity and then results in less sensitivity to the signal events having low jet and b-jet
multiplicity.

The values of the mass limits for the benchmarks are summarised in Table 10.3 together with the
previous result with 13.2 fb~! of the integrated luminosity [49]. Comparing the results between
this analysis and the previous one, the expected limits are improved by around 150 GeV due to the
introduction of the new categorisation based on the Higgs-tagged and top-tagged jet multiplicity and
an increase of the integrated luminosity. As described in Section 6.5.3, the former improvement
extends the expected limits by around 70 GeV. The latter improvement contributes the extension of
limits by around 80 GeV.

10.6 Cross section limits for four-top production

Similarly to the case of the VLT signals, the upper limits on the cross section of the four-top-quark
production are set in the various signal models. For the production in the SM, the observed (expected)
upper limit on the production cross section at 95% CL is set to 53.0 (72.8) fb, corresponding to 5.7
(7.9) times the SM prediction. The expected sensitivity is improved by a factor of 2, compared to the
previous search [49]. The increase of the integrated luminosity mainly helps the improvement.

In the production via an EFT with the four-top-quark contact interaction, the observed (expected)
upper limit on the production cross section at 95% CL is set to 16.4 (30.9) fb. The values are stronger
than the limits in case of the SM four-top-quark production because the events in this scenario contains
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Table 10.3: Summary of observed (expected) lower limits on the VLT mass (in TeV) at 95% CL for the 1L
and OL channels, as well as their combination, under different benchmarks on the decay branching ratios. The
corresponding limits obtained by the previous ATLAS Run 2 search (13.2 fb~!) [49] are also shown.

Observed (expected) 95% CL lower limits on the VLT mass [TeV]

Search BR(T - Ht)=1 BR(T - Zt) =1 Doublet Singlet

1L channel 1.47 (1.30) 1.12(0.91) 1.36 (1.16) 1.23(1.02)
OL channel 1.11(1.20) 1.12(1.17) 1.12(1.19) 0.99 (1.05)
Combination 1.43 (1.34) 1.17 (1.18) 1.31(1.26) 1.19(1.11)

Previous ATLAS Run 2 search (13.2 fb~!) [49]

1L channel 1.18(1.12) 0.74 (0.82) 1.06 (1.00) 0.90 (0.88)
OL channel 1.09 (1.07) 1.06 (1.01) 1.09 (1.06) 0.95(0.89)
Combination 1.20(1.16) 1.10(1.04) 1.16 (1.11) 1.02(0.96)

harder top quarks and then result in higher m.g values where the backgrounds are depleted. The
upper limits are interpreted into the free parameter of the model: |Cy;| JA? < 1.7 (2.3) TeV~2.

In 2UED-RPP scenario, Figure 10.18 shows the upper limit on the four-top-quark production cross
section as a function of KK mass mgg for the symmetric case & = R4/Rs = 1 and production by
tier(1,1) alone. The observed (expected) limit on the cross section times the branching ratio is set to
around 1 (2) fb at mgx = 1.8 TeV. The observed (expected) limit is translated into the lower limit
on the KK mass of 1.80 (1.73) TeV by comparison with the LO theoretical cross section. The cross
section limits are improved by a factor of 3 from previous search [49] due to the increase of the
integrated luminosity and introduction of the Higgs boson and top quark taggers.

The cross section limits for 2UED-RPP scenario are much smaller than that for the EFT scenario.
In the EFT scenario, the momentum of top quarks are lower than that in 2UED-RPP, and hence top
quarks cannot be identified with the top quark tagger. Then, the signal events are broadly distributed
in the categories with different top-tagged jets multiplicity. Also the mcg distribution expected in the
EFT scenario is lower than that in 2UED-RPP. On the other hand, the signal events in 2UED-RPP
scenario contain top quarks with higher momentum and hence are predominantly distributed at higher
meg in the categories with at least two top-tagged jets. The difference between the two signal models
is shown in Fig. 10.19. Assuming that the EFT scenario has the same cross section as the 2UED-RPP,
“>2T, 0-1H, >6j, >4b” category is most sensitive for both signals2. The highest m.g bin is most
sensitive to both signals, but the significance for the EFT scenario at the bin is much less than that for
2UED-RPP due to differences of the m.qr shape and the yields. The differences of the signal models
cause the different cross section limits3.

2 «>2T, 0-1H, >6j, 3b” category is also most sensitive to 2UED-RPP model. The significances for both categories are
similar.
3 Even if the cross section for 2UED-RPP scenario is set to be 16 fb, which corresponds to the cross section limit for the
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EFT, the same result is obtained.
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11 Discussion

In Chapter 10, no excess of the data is observed, and then the upper limits on the cross section for
various signal models are set. The limits in both only 1-lepton channel and combined channel of 1-
and O-lepton are consistent with the data within three standard deviations of their expected uncertainty.
However, the discrepancy by around 30 on the limits in only 1-lepton channel may be caused by
other potential issues than statistical fluctuations. In this chapter, to investigate potential issues, the
systematic analyses for the 30~ discrepancies are carried out and summarised. The discrepancy on
the limits can be caused by the fact that the data is observed less than the post-fit prediction at the
last bins in the most sensitive categories as shown in Fig. 10.13. After the categories causing the
discrepancy are identified, the detailed studies are performed.

11.1 Categories causing the discrepancy

In order to identify the categories which cause the discrepancy, a set of the cross section limits is
calculated in the situation where the post-fit background prediction (the Asimov data) is used instead
of the observed data in a category. By comparing the nominal and an alternative limits, the effect
of the deficits of data on the cross section limits can be quantitatively computed. The categories
considered here are listed below:

* “>0T, >2H, >6j, 3/>4b”
* “1T, 1H, >6j, 3/>4b”
* “>2T, 0-1H, >6j, 3/>4b”

Figure 11.1 shows the observed upper limits on the cross section divided by the expected limits as
a function of the VLT mass in case of the SU(2)-doublet signal. The “Nominal” limits (black) use
the observed data for all SR categories, which correspond to the ones shown in Fig. 10.14. Thus,
the “Nominal” limits show the 30 discrepancy with respect to the expected limits. For instance,
the “blind 0T2H6j4b” limits (purple) are computed using the post-fit prediction (the Asimov data)
for “>0T, >2H, >6j, >4b” category and the observed data for the other categories. Therefore, the
difference between the “Nominal” and “blind 0T2H6j4b” limits is caused by the deviation of the data
from the post-fit prediction in the category. In “>0T, >2H, >6j, >4b” category, no event is observed
at the last meg bin as shown in Fig. 10.13 (b). This deficit of events is found to affect the cross section
limits by around 0.50 from Fig. 11.1 (a).

According to the Fig. 11.1, the discrepancy for each category is found to affect the final limit by
at most one standard deviation. Especially the categories having the largest difference from the
“Nominal” limits are listed below:
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Figure 11.1: Observed upper limits on the cross section divided by the expected limits as a function of the
VLT mass, compared to several cases in which the Asimov data (post-fit prediction) for a SR category is used
instead of the observed data. “Nominal” limit uses the observed data for all SR categories, which is same
as the final limit. Another limit is computed using the Asimov data (“blind”), which is equivalent with the
post-fit prediction, for the SR category and the observed data for the other categories. The difference between
“Nominal” and another shows the effect of deficits of data on the cross section limits. Figure (a) and (b) show
the effect on the cross section limits with using the Asimov data in each >4 and 3 b-jets category, respectively.
In the case of “blind comb.” (red) shown in the figure (a), the Asimov data is used for the three categories
having the largest differences from the “Nominal”. The signal used here is SU(2)-doublet VLT.

« >0T, >2H, >6j, >4b
« 1T, 1H, >6j, >4b
« >2T, 0-1H, >6j, 3b

These categories largely affect the observed cross section limits, and hence are named the largest
impact category group in this chapter for the convenience. The “>0T, >2H, >6j, >4b” and “1T, 1H,
>6j, >4b” categories contribute to the 30~ discrepancy by less than one standard deviation as expected
from the deficits of data at the highest meg bin shown in Figs. 10.13 (b) and (c), respectively. The
“>2T, 0-1H, >6j, 3b” category affects the discrepancy by less than one standard deviation especially
for the higher mass range. This is caused by the deficit of data at the highest m.¢ bins with respect to
the post-fit prediction in the category. In the other categories, the post-fit prediction agrees with the
data, hence the difference of the limits between ‘“Nominal” and another is small. The limits using the
Asimov data for the largest impact category group (red line in Fig. 11.1 (a)) are consistent with the
expected limits with in two standard deviations. This result indicates that all the small contributions
for each category result in the 30 discrepancy in total. To understand the details, the systematic
studies for the categories are performed as follows.
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Table 11.1: Configuration of the m.g binning. The neighboring bins shown in bold fonts are merged into one
meg bin. The binning after merging is used in the test for validity of the asymptotic approximation.

Category Before After

“0T, 1H, >6j, 3b” [1000,1100,1300,1700,2100,2500,3500] [1000,1100,1300,1700,2100,3500]
“0T, 1H, >6j, >4b” [1000,1300,1700,2100,3500] [1000,1300,1700,3500]

“>0T, >2H, >6j, >4b”  [0,1300,2000,3500] [0,1300,3500]

“>2T, 0-1H, >6j, >4b” [0,1300,2000,2500,3500] [0,1300,2000,3500]

“1T, 1H, =6j, >4b” [0,1300,2000,3500] [0,1300,3500]

Table 11.2: Comparison of the cross section limits with two methods: asymptotic approximation and pseudo
experiments. The pseudo-experiments generated with toy MC by 100,000 times. Only the statistical uncertainty
is taken into account in the limits. The values shown here is the observed and expected cross section limits
(o™ divided by the theoretical cross section (o™). For the expected limits, the +10 errors are shown.

Observed limit (c"™/o™)  Expected limit ('™ /o)

i 0.140
Asymptotic 0.190 0.376*0-190
Pseudo Exp. 0.185 O.374i8-}38

11.2 Validity of the asymptotic approximation

As seen in the previous section, the deficits in the highest m.g bins affect the limits by around one
standard deviation in each category. But still there is more than 1o deficit for the mass range of
myrr > 1 TeV. As described in Chapter 9, the limits are computed with the asymptotic approximation.
The approximation is known to be invalid in case of small statistics [192]. This section discusses the
validity of the asymptotic approximation. As shown in Fig. 10.13, the last mq bins are expected to
have a few events in both the data and simulation. In order to check the validity of the approximation,
the results of the fit with the several bins merged are shown in this section.

In the test, the highest m.g bins for the categories with ~ 1o deficit are merged. The configuration
of the bins is summarised in Table 11.1. The fit is performed with the same conditions as the final
result except the binning. Figure 11.2 shows the result of the observed limits. The limits with the
merged bins are found to be consistent with the final limit within 10%. It indicates that the asymptotic
approximation is valid in the analysis.

To cross check the fit results, the exclusion limits are computed by the pseudo-experiments generated
with toy MC by 100,000 times. Only the statistical uncertainty is taken into account in the limits. The
signal strength is scanned for the range from 0.1 to 0.5 by a step of 0.1. The results are summarised
in Table 11.2. Since the result with the different method is consistent with the asymptotic method, it
is concluded that the deficit is not caused by the asymptotic approximation.
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Figure 11.2: Observed upper limits on the cross section divided by the expected limits as a function of the VLT
mass, comparing to the fit result with changing the binning summarised in Table 11.1. The signal used here is
SU(2)-doublet VLT.

11.3 TRF Closure

If the background expectation predicted with TRF method has a non-closure to the one predicted in
the ordinary way (“Direct tagging”), this can be a bias for the background prediction. As described
in Section 5.4, both methods have consistency on the background prediction. Especially, for the
largest impact category group, Figs. 11.3 show the meg distributions comparing both TRF and Direct
tagging method. It assures that the TRF method is consistent with the Direct tagging method, and
then TRF method does not affect the deficit.

11.4 Fit with combined categories

There is a possibility that some systematic uncertainty missing in this analysis causes the small deficit
in the categories. In order to check systematic effects on the m.g distributions with large statistical
power, the fit is performed with combining categories as following:

* “OT, 1H, 5/>6j, 3/>4b” + “1T, OH, 5/>6j, 3/>4b”
— “1THex, 5/>6j, 3/>4b”

* “>0T, >2H, 5/>6j, 3/>4b” + “I1T, 1H, 5/>6j, 3/>4b” + “>2T, 0-1H, 5/>6j, 3/>4b”
— “2THin, 5/>6j, 3/>4b”

The merging processes are applied for all the SR and VR categories, hence there are six categories
in each SR and VR. The other conditions in the fit are the same as the final limits. If there are
missing uncertainties, more significant discrepancies are expected than the results before merging.
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Figure 11.3: meg distributions in the largest impact category group which includes (a) “>2T, 0-1H, >6j, 3b”,

(b) “>0T, >2H, >6j, >4b”, and (c) “1T, 1H, >6j, >4b”, and (d) “>2T, 0-1H, >6j, >4b” category comparing
between the Direct tagging (black) and TRF (red) for #7+>1b background.
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Figure 11.4: Post-fit predicted and observed m.g distributions in the “2THin, >6j” categories. The categories
with exact 3 and at least 4 b-jets are shown in (a) and (b), respectively. The bottom panel shows the ratio
between the data and total background prediction (‘“Pred.”).

The post-fit meg distributions are shown in Fig. 11.4. In the last m.g bins, the post-fit prediction is
consistent with the data and the results before merging. The result indicates that this analysis does
not miss any large systematic uncertainty.

In the 1-lepton channel, the categories with 2 b-jets are not used in neither SR nor VR. These
categories are dominated with the ¢7+lights background. In order to check the mis-modelling of the
background, the fit is performed with adding the “2b” categories as validation regions and combining
the categories described above. If there are problems in the modelling and uncertainty of the r7+lights
background, the significant deficit of data with respect to the post-fit prediction should be seen in
the “2THin, >6j, 2b” category. Figure 11.5 shows the post-fit m.g distribution in “2THin, >6j, 2b”
category. The post-fit prediction is found to be consistent with the data within its uncertainty. The
result means that the modelling and its uncertainty of the 7#+lights background are described well
and properly propagated into the most sensitive categories. Therefore the modelling of z7+lights
background is unlikely to be a cause of the discrepancy.

11.5 Correlation scheme of the systematic uncertainties

In this section, further tests to check the potential background mis-modelling are performed with
different correlation schemes for the background modelling uncertainties. Two kinds of correlation
schemes are tested:
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Figure 11.5: Post-fit predicted and observed m.g distribution in “2THin, >6j, 2b” category where the r7+lights
background (white) is dominant. The category is used as VR in the fit.

Scheme A: Correlate t7+jets modelling uncertainties across all the ¢7+jets subprocesses.

The generator, radiation, and parton shower uncertainties for the ¢7+jets backgrounds are dom-
inant components for the high m.g range as shown in Fig 10.8. By default, these uncertainties
are taken into account in the fit assuming that they are uncorrelated across the subprocesses
of tt+>1b , tt+>1c , and t7+lights. On the other hand, in this scheme, they are assumed to
be correlated across all the subprocesses. This scheme allows to check whether the pulls for
tt+lights are propagated to predictions of 7+>1c and ¢7+> I ¢, and then whether the background
prediction in the last meg bins is corrected or not. If the uncertainties for t#+>1c and ##+>1b
are wrong, the corresponding pulls and the background prediction are expected to change.

Scheme B: Correlate the DR/DS uncertainty for single-top background across all the Higgs-tagged
and top-tagged jets categories. The diagram subtraction (DS) method predicts much less
single-top background especially for the high m.g range. This uncertainty is taken into account
in the fit assuming non-correlation across all the Higgs-tagged and top-tagged jets categories.
In this scheme, the corresponding pulls in the categories with higher statistics are propagated
into the largest impact category group. Therefore, if the correlation scheme for this uncertainty
is wrong, the corresponding pulls are expected to change and the post-fit prediction agree with
data better.

In addition, the combination of the scheme A and B (“Scheme A+B”) is also checked.
Figure 11.6 shows the meg distributions in “1T, 1H, >6j, >4b” category for the nominal and alternative

correlation schemes. The post-fit predictions with the schemes A, B, and A+B are found to be
consistent with the nominal scheme. The post-fit predictions in the other categories are also consistent

185



I I S O S R e B B! R B B R
\s=13TeV, 361" #Data | |ii+lights (s=13TeV,36.1fb" 4Data [ |tilights (s=13TeV,36.1 10" #Data | |ti+lights
1L channel . i | 1L channel . i | 1L channel . i
tt+21c tt+=1b tt+21c tt+>1b 60 tt+z1c tt+=1b
1T, 1H, 26}, 24b o n ] 1T, 1H, 26}, 24b o _ E ] 1T, 1H, 26}, 24b g _ E
Post-Fit (Bkg-only) PostFit (Bkg-only)  LANomE 7 Uncerainy PostFit (Bkg-only)  LANom 7 Uncertainty

Events
Events

Events

D Non-tt f/// Uncertainty

Bz 222
P,

Yook
rrrrs wrrss)

| eerrrrrrirs. srrersssres,
%

2
7777

B 1sE E-| B st
[ N & o N S & [ i &
S 05 F 4 8 o5E 4 & o5 E
8 o ———o——J & s &, e
0 500 1000 1500 2000 2500 3000 3500 0 500 1000 1500 2000 2500 3000 3500 500 1000 1500 2000 2500 3000 3500
Mg [GeV] Mg [GeV] My [GeV]
(a) (b) (©
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with the nominal scheme. From the results, the correlation scheme for these uncertainties are unlikely
to be a cause of the discrepancy on the limits.

11.6 Post-fit kinematic variables at the preselection level

In order to confirm which kinematic variable affects the discrepancy, the kinematic variables at the
preselection level after the fit are checked in this section. The preselection regions are not used for
the fit, but used as the validation regions. All the systematic uncertainties in the preselection are
propagated from the search regions. As the cut of mes > 1 TeV is applied for most categories, the
same cut is required at the preselection just for the consistency.

Figure 11.7 shows the leading jet pr, E%ﬁss, electron pr, and muon pr distributions at the preselection
after the fit. In general, the post-fit predictions on the all the kinematic variables agree with the data
within two standard deviation of their uncertainty. Especially for the E;“iss, electron pr, and muon
T, the background prediction is consistent with the data within one standard deviation. The results
indicate that these variables are modelled well. For the leading jet pr, small systematic deficits are
seen for pr > 500 GeV. In the next section, this is investigated.

11.7 Reweighing leading jet pt

In the previous section, the tendency of the small deficits for high leading jet pt range is seen at the
preselection after the fit. This may be a cause of the discrepancy on the limits. In this section, the
following items are investigated:
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Figure 11.7: Post-fit predicted and observed kinematic variables distribution at the preselection. (a) leading jet
pr, (b) E?jss, (c) electron pr, and (d) muon pt are shown. In these plots, the cut of meg > 1 TeV is applied for
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1. Correlation between the leading jet pr and meg at the preselection.

2. Correlation between the leading jet pr at the preselection and meg in the largest impact category
group.

3. Whether the tendency is covered by the systematic uncertainties.
In order to check the first item, the background predictions are weighted to correct the leading jet pr
distribution to the data with the correction factor w'" (p;St'JEt) defined by:
Ist.jet ij 1st.jet
Ndata (st Je ) _ NMultuet (pTS Je )

NMC (p’i‘st.jet)

Wcorr (plst.jet) —

T ) (11.1)

where N9a@( p;St'jet) represents the number of events for the leading jet pt value (p%St‘jet) in the data,

“Multijet” represents the multijet background estimated by the data-driven Matrix Method, and “MC”

represents all the other backgrounds estimated by simulations. The correction factor w® ( p}St'jet) is
applied for each event for MC simulations.

Figure 11.8 shows the leading jet pr and meq distributions at the preselection before the fit, com-
paring the background prediction with (red) and without (blue) the correction factor wc""(p;St'Jet).
Figure 11.8 (a) indicates that the background prediction with the correction factor is perfectly con-
sistent with the data by definition. With the correction factor, the m.g distribution of the pre-fit
background prediction agrees with the data as shown in Fig. 11.8 (b). From the results, the leading
jet pr is found to be correlated with the m.g.

For the second item, the correction factor is propagated into each category. Here, to reduce the
statistic uncertainty, the merged categories shown in ‘Fit with combined categories’ section are used.
Figure 11.9 shows the meg distribution in “2THin, >6j, 3/>4b” categories before the fit. After
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application of the correction factor, the background prediction is improved only by ~ 10%. The
correction factor does not have large improvement in the signal sensitive categories. Therefore,
the observed deficits on meg in the largest impact category group are not directly related with the
discrepancy on the leading jet pr at the preselection.

For the last item, the pulls of the systematic uncertainties are checked. The high m.g range at
the preselection is dominated with zz+lights background. Figure 11.10 shows the variations of the
NNLO and parton shower uncertainties of ¢7+lights background in “OT, OH, 5j, 3b” category. These
uncertainties have the largest impact on the higher m.g range. The spontaneous pulls of them are
—0.630 and 1.020, respectively, and then these pulls correct high m.g range by around 40%. The
difference of m.g distributions between the nominal and leading jet pr corrected predictions is found
to be covered by these pulls.

Figure 11.11 shows the m.g distributions at the preselection before and after the fit. The pre-fit
meg distribution indicates the deficits related with the discrepancy on the leading jet pr as shown in
Fig. 11.8. On the other hand, the post-fit m.g distribution is corrected by the simultaneous pulls of
the systematic uncertainties. From these results, the discrepancy on the leading jet pr is covered with
the systematic uncertainties and corrected by the fit, hence it is not the cause of the deficits on the
limits.

To summarise, in order to investigate the small deficits on the leading jet pr at the preselection
observed in the previous section, several tests are performed. The m.g distributions after applying the
correction factor for the leading jet pr are found to be improved. But the improvements in the signal
sensitive categories are less than that at the preselection. Also the difference of meg distributions
between with and without the correction factor can be covered by the systematic uncertainties of
tt+lights background. Therefore, no evidence of the potential issue on the modelling of the leading
jet pr is found.
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simultaneous pulls of the systematic uncertainties correct the high meg tail after the fit.
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11.8 Summary

In general, the observed limits on the cross section in 1-lepton only channel are consistent with
the expected limits within 30 of their uncertainties. But the discrepancies may be caused by the
potential issues in this analysis. In order to investigate the potential issues, the several tests are
performed in this chapter. First, the three categories to contribute to the deficits most are identified.
Then, the possible candidates causing the deficit are checked: the calculation method of the limits,
the background estimating method, the dominant background modelling and its uncertainty, and the
model of the kinematic variables. The results show no evidence of the potential issues in this analysis.
If the background modeling or its systematic uncertainties are wrong, the deficits should be seen in
the O-lepton channel. However the deficits and potential issues are not found. The deficits on the
limits can be originated from the statistical fluctuations.
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12 Prospect

The ATLAS experiment will continue to acquire the collision data until the end of 2018 in Run2.
The total amount of data in Run2 will correspond to an integrated luminosity of 100 fb~!. After
Run2, Run3 will begin in 2020 and end in 2023. The amount of data combining Run2 and Run3
corresponds to 300 fb~!. At the same time, the instantaneous luminosity is going to increase and the
number of interactions per bunch crossing will be around 80. In this chapter, the sensitivities with
100 and 300 fb~! are shown. In addition, the study to keep the sensitivity for high pileup condition,
is performed.

12.1 Sensitivity for high luminosity

This section shows the sensitivities of this analysis for higher integrated luminosity. The significances
or the expected limits on the cross section are computed for various BSM models with changing only
the integrated luminosity. The computation does not use the unblinded fit results shown in Section 10.4
but use the Asimov data which is equivalent with the pre-fit total background prediction, for simple
estimations.

Figure 12.1 (a) shows the significance for VLT signals with the fixed branching ratio of BR(T —
Ht) = 1 as a function of the VLT mass. The evidence reach on the VLT mass at 30 significance is
estimated to be 1.23 TeV for 36.1 fb~!. For 100 and 300 fb~!, the evidence reaches on the VLT mass
are 1.33 and 1.43 TeV, respectively. Figure 12.1 (b) shows the 95% CL upper limits on the cross
section for VLT signals with the fixed branching ratio of BR(T — Ht) = 1 as a function of the VLT
mass. By comparing the expected limit with the theoretical cross section, the lower limit on the VLT
mass is estimated to be 1.31 TeV for 36.1 fb~!. For 100 and 300 fb~!, the lower mass limits are 1.41
and 1.51 TeV, respectively. Thus, the evidence reaches for the VLT signal and the limits improve by
100 and 200 GeV with the integrated luminosity at the end of Run2 and Run3, respectively.

Table 12.1 shows the significances or the expected 95% CL upper limits on the cross section for
SM and EFT four-top-quark production. For both cases, the significance and the expected limit
improve by a factor of two with 300 fb~! from the ones with 36.1 fb=!. But for the SM case, the
current analysis will not discover this physics process due to its small cross section and the sensitivity
of this analysis. The CMS experiment searches for this process with better sensitivity using both
the same-sign dilepton and at least 3 leptons [56]. In order to improve the sensitivity to the SM
four-top-quark production, introducing and combining multi-lepton channels can be efficient for the
future analysis.

Figure 12.2 shows the significance for 2UED-RPP scenario as a function of the KK mass. The
evidence reach on the VLT mass is estimated to be 1.69 TeV for 36.1 fb~!. For 100 and 300 fb~!,
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Figure 12.1: (a) Significances and (b) expected upper limits on the cross section for VLT signals with the
fixed branching ratio of BR(T — Ht) = 1 as a function of the VLT mass. The solid, dashed, and dotted
lines represents the significances or the upper limits with 36, 100, and 300 fb~!, respectively. In the figure
(a), the evidence reaches on the VLT mass are seen as intersections of each significance line and the red line
(significance = 307). In the figure (b), the theoretical cross section at NNLO is shown in the red line, and its

uncertainty is shown in the red band.

Table 12.1: Significances or the expected 95% CL upper limits on the cross section for SM and EFT four-top-

quark production with the integrated luminosities of 36, 100, and 300 fb~!.

. . Integrated luminosity [fb~']
Signal Variable 36 100 300
__ Significance | 0.26 0.37 0.55
SMIE it o Josw | 80 5.6 3.9
EFT #11t  Limito [fb] | 32 22 16
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Figure 12.2: (a) Significances and (b) expected limits on the cross section for 2UED-RPP scenario as a function
of the KK mass. The solid, dashed, and dotted lines represents the significances or the upper limits with 36,
100, and 300 b, respectively. The actual KK mass points used for computing significances are 1.0, 1.2, 1.4,
1.6, and 1.8 TeV. For the intermediate range, the significance values are linearly interpolated. In the figure
(a), the evidence reaches on the VLT mass are seen as intersections of each significance line and the red line
(significance = 307). In the figure (b), the theoretical cross section at LO is shown in the red line.

the evidence reaches on the VLT mass are 1.75 and 1.80 TeV, respectively. Thus, the evidence reach
for the 2UED-RPP scenario improves by 60 and 110 GeV with the integrated luminosity at the end
of Run2 and Run3, respectively. Figure 12.2 (b) shows the 95% CL upper limits on the cross section
for 2UED-RPP scenario as a function of the KK mass. By comparing the expected limit with the
theoretical cross section, the lower limit on the KK mass is estimated to be 1.69 TeV for 36.1 fb~!.
For 100 and 300 fb~!, the lower mass limits are 1.78 TeV and more than 1.8 TeV, respectively. Thus,
the evidence reaches for 2UED-RPP scenario and the KK mass limits improve by at least 60 GeV
with the integrated luminosity at the end of Run2.

12.2 Performances of Higgs boson and top quark taggers

The Higgs boson and top quark taggers are important to enhance the discrimination of the signals
from the backgrounds. As described in Section 6.4, one of the dominant fake origins are other jets
than the VLT or top quark decay processes such as gluon radiations or parton showers. These sources
can depend on the pileup. Therefore, the tagging performance, especially fake rate, can increase for
the higher pileup condition.

In order to qualitatively check the performance for the higher pileup condition, the efficiencies and
fake rates are shown as a function of pileup in Fig. 12.3. For the Higgs boson tagger, the efficiency
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Figure 12.3: (a) Efficiencies and (b) fake rates of the Higgs boson and top quark taggers as a function of the
number of interaction per bunch crossing (u). For the efficiency, the VLT signal events with the mass of
1.2 TeV are used, while for the fake rates, t7+jets backgrounds are used.

decreases for higher pileup. In the high pileup condition, large-R jets originating from the Higgs
bosons can be contaminated with additional jets from other sources. This leads to higher large-R jet
masses and causes the efficiency drop. To solve the issue, the jets with a smaller radius parameter like
R = 0.2 can be useful to individually reconstruct two b-jets in the future analysis. This new technique
is described in Ref. [194], and is not discussed in this dissertation. For the top quark tagger, the
efficiency seems to be stable. The fake rates for both the Higgs boson and top quark taggers increase
for higher pileup. This feature indicates that the sensitivity of this analysis can decrease in higher
pileup condition.

To mitigate the increase of fake rates, the following requirements are considered:

» For the Higgs boson tagger, requiring larger angular distance between a signal lepton and a
large-R jet (AR(lep,J) > 1.0)

* For the top quark tagger, requiring that a large-R jet contains at least one b-jet.

The first requirement is expected to mitigate fakes originating leptonically decaying top quarks which
are ones of the leading fake origins as shown in Fig. 6.12. When top quarks leptonically decay,
boosted b-jets from the decay and other jets can be reconstructed as large-R jets and identified as
Higgs bosons. This fake can be rejected by requiring the angular distance between a lepton and a
large-R jet. The second is expected to mitigate the fake originating from other jets than ¢7 decays
because these additional jets have less probability to include bottom quarks.

After changing the requirements, the efficiencies and fake rates are estimated as shown in Fig. 12.4
and 12.5. For the Higgs boson tagger, the additional requirement on a lepton is found to reduce the
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Figure 12.4: (a) Efficiency and (b) fake rate of the Higgs boson tagger as a function of large-R jet pr after
changing the requirements (red), compared to the ones with the final configuration (black) shown in Table 6.7.
For the efficiencies, the SU(2)-doublet VLT signal with the mass of 1.2 TeV is used. For the fake rates, the
ti+jets background is used.

fake rate by around 10% with keeping the efficiency as shown in Fig. 12.4. This improvement is
expected to gain sensitivities to VLT signals. For the top quark tagger, the efficiency (Fig. 12.5 (a))
decreases by around 20%, while the fake rate (Fig. 12.5 (b)) significantly decreases by around 70%
due to the b-tagging requirement. These changes can improve sensitivities to signals.

Figure 12.6 shows the ratio of the upper limit at 95% CL on the production cross section after
changing the requirements to the one with the final configuration. In a fit and computation of the
limits, only the dominant ¢# background and the statistical uncertainty are considered!. The VLT
signal with fixing the branching ratio of BR(T — Ht) = 1 is used. These additional requirements
are found to improve the sensitivity by around 5%. These simple solutions are useful for the future
analysis.

! The other small backgrounds and all the systematic uncertainties are not taken into a fit and a limit to simplify the
computation.
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13 Conclusion

The Standard Model (SM) in the particle physics can precisely explain most the experimental results,
while it has fundamental problems. The physics models beyond the Standard Model (BSM) have
been proposed to solve the problems. Many BSM models predict new phenomena of the existence of
the new particles called vector-like quark (VLQ) and enhancement of the four-top-quark production.
This dissertation presents a search for the new phenomena in top-antitop final states with additional
heavy-flavor jets with 36.1 fb~! of data at 4/s = 13 TeV taken in 2015 and 2016 by the ATLAS
detector. Especially, one of the VLQ referred to as vector-like top quark (VLT) is considered as the
main target in this analysis.

Before the data analysis, high-quality data taking is the most important work. The monitoring tools
for the Pixel detector are developed in this dissertation and enable to properly understand the detector
condition. By using the tools, the potential issue on the B-Layer about the hit occupancy in 2015 was
identified. The prompt feedbacks to the data taking group contributes to the smooth data-taking in
2016 and later.

The physics objects reconstructed from the hit information collected in the ATLAS detector are the
bases of the physics analyses. Tracks, which are trajectories of the charged particles in the Inner
Detector, are one of the most basic objects. The distance between tracks and collision points, which
is so-called impact parameter, is a characteristic parameter to distinguish the tracks associated with
secondary vertices from those associated with the primary vertex. Measurements of the impact
parameter resolutions with the data taken in early 2015 are presented in this dissertation. The results
show that the observed resolutions are improved compared with those in Runl as expected from
the installation of the new innermost Pixel layer (IBL). The resolutions and their uncertainties are
propagated into the other performance measurements for the other physics objects.

In this physics analysis, the features of the signal events are used for the determination of the analysis
strategy. The VLT’s are expected to be produced in pair via the strong interaction and decay into
three modes of Wb, Zt, and Ht. This analysis searches for the events in which one VLT decays into
Ht and the other decays into any of three decay modes. Also the events are assumed to include one
electron or muon. All the SM backgrounds except the multijet background are predicted using the
Monte Carlo simulations. The multijet background is estimated with the data-driven Matrix Method.
Thus, to reduce the SM backgrounds, the events are required to have many jets and b-jets, and one
electron or muon.

After the selection, the dominant SM background is the pair production of top quarks with additional
jets. The feature of VLT signal events is the existence of the boosted Higgs bosons. And the BSM
four-top-quark production predicts the existence of the boosted top quarks. In order to improve the
discrimination of the signals from the backgrounds, the boosted Higgs boson and top quark taggers
are developed in this dissertation. The event categorisation based on the Higgs-tagged and top-tagged
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jet multiplicities is found to improve the sensitivity to the signal models. Therefore, the events after
the selection are categorised with jets, b-jets, Higgs-tagged jets, and top-tagged jets multiplicities.
For further improvement of this analysis, a likelihood fit of the SM background prediction to the data
is performed. The fitting procedure is validated to work properly. At several validation steps with the
blind cuts, the background prediction after the fit is confirmed to be consistent with the data in the
validation regions close to the signal sensitive regions.

Finally, in the most signal sensitive regions, no excess of data from the SM background prediction
after the fit is observed. The exclusion limits on the cross section for the various signal models
are set at 95% confidence level in both 1-lepton only channel and the combination of 0- and 1-
lepton channels. For the VLT signals, the cross section limits are interpreted into the VLT mass
limits by comparing the theoretical prediction. In the case of the fixed branching ratio of the VLT
decaying the Higgs boson and top quarks, BR(T — Ht) = 1, the observed (expected) limit on
the mass is set to be myrr > 1.43 (1.34) TeV. The observed (expected) mass limits for a weak-
isospin doublet and singlet are set to be myrr > 1.31 (1.26) TeV and myrr > 1.19 (1.11) TeV,
respectively. Also for the other branching ratio, the observed and expected mass limits are set,
assuming BR(T — Ht) + BR(T — Zt) + BR(T — Wb) = 1. For the four-top-quark production,
the observed (predicted) cross section limits for a contact interaction in an EFT model are set to be
16.4 (30.9) fb. For 2UED-RPP model, the Kaluza-Klein mass limits with the symmetric geometry
case are set to be mgg > 1.8 (1.73) TeV.

A small discrepancy on the observed limits are seen in 1-lepton channel. Since it may be due to
potential issues in this analysis, all the possibilities are discussed. The test results show that no
evidence of issues is observed. Therefore, the deficits on the observed events are concluded to be
originated from the statistical fluctuation.

This analysis does not discover new phenomena. However, improvements of sensitivities by an
increase of the integrated luminosity and development of the taggers can significantly extend the
mass coverage of the VLT signal by around 150 GeV from the previous analysis result in the ATLAS
experiment. The limits set in this analysis extend constraints in the parameter space in signal models.
At the end of Run3, the mass coverage can extend by around 200 GeV. This analysis has good
potentials to further search for VLT signals.

At last, the prospects for future experiments are shown. In the future, the LHC will be upgraded
to increase the instantaneous and integrated luminosities with the centre-of-mass energy of 14 TeV.
Then, the amount of data after operating over ten years will correspond to 3000 fb~!. In the case, the
discovery reach (lower mass limit) on on the VLT mass is expected to extend to 1.5 (1.8) TeV [195].
If the pp collision data are taken at the centre-of-mass energy of 100 TeV, the cross section on the
pair production of VLT with the mass of 7 TeV is estimated to be around 1 fb, which may be covered
by experiments [196]. Since future experiments will significantly improve sensitivities to signals,
potentials to discover VLT signals will widen more.
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A Signal chirality study

This section shows the comparison plots between SU(2)-singlet and doublet models. The detail
explanation is shown in Section 5.1. A comparison of meg distribution is made for particular decay
modes (TT — HtHt, HtWb, HtZt, Zt Zt, WbZt, or WbW b) and different selections. Three different
vector-like top quark masses are considered: 700, 950 and 1200 GeV. Singlet and doublet samples
of the same mass are normalized to the same cross-section. Figure A.1 shows the comparison of the
signal acceptance and the shape of the meg distribution at the preselection level. Figures A.2—-A.13
show the comparison in each of the search regions. The search regions are defined in Section 7.2.
In general the shape of the m.g spectrum is found to be consistent between both singlet and doublet
models, while there are ~10% differences in yields, which are expected to have a negligible impact
on the final result.
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Figure A.1: Comparison of the signal acceptance and shape of the m.g spectrum between the signalsamples

produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) at the preselection.
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Figure A.4: Comparison of the signal acceptance and shape of the m.g spectrum between the signalsamples
produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “1T, OH, >6j, 3b” category.
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Figure A.5: Comparison of the signal acceptance and shape of the m.g spectrum between the signalsamples
produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “1T, OH, >6j, >4b” category.
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Figure A.6: Comparison of the signal acceptance and shape of the m.g spectrum between the signalsamples
produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “OT, 1H, >6j, 3b” category.
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Figure A.7: Comparison of the signal acceptance and shape of the m.g spectrum between the signalsamples
produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “0T, 1H, >6j, >4b” category.
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Figure A.8: Comparison of the signal acceptance and shape of the m.g spectrum between the signalsamples
produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “1T, 1H, >6j, 3b” category.
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Figure A.9: Comparison of the signal acceptance and shape of the m.g spectrum between the signalsamples

produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “1T, 1H, >6j, >4b” category.
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Figure A.10: Comparison of the signal acceptance and shape of the meg spectrum between the signalsamples
produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “>2T, 0-1H, >6j, 3b” category.
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Figure A.11: Comparison of the signal acceptance and shape of the meg spectrum between the signalsamples

produced in the singlet (full symbols) and doublet (open symbols) configurations for different decay modes
and masses of 700 (red), 950 (blue), and 1200 GeV (green) in “>2T, 0-1H, >6j, >4b” category.
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