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ABSTRACT
In this paper, we explore the possibility of using a simultaneous visual and haptic
stimulus to increase the selective listening attention of humans. Using a real-time
self-reported evaluation method, the listening attention of several participants was
measured. Specifically, the participants listened to a classical fugue while receiving
a resemblant non-auditory stimulus synchronized with the notes of a single instru-
ment in the song. Thereafter, the participants (n = 30) were asked to press down
on a button if they were able to focus their listening attention on the instrument
highlighted by the non-audio stimulus, while their initial detection time and total
focus time were measured. Three combinations of two different stimuli modalities
were compared: visual, haptic, and the combination of visual and haptic, using three
classical polyphonic fugues. The empirical experiment results indicate that, regard-
less of a participants music skills or the voice pitch, the participants performance
was improved by the visual-haptic stimuli, with longer selective listening periods
and faster detection times compared with the single modality stimuli. At the end
of the experiment, a subjective questionnaire was applied to measure the subjective
participants ease between the stimulus conditions. The questionnaire results indi-
cated that the participants preferred to use the visual-haptic stimulus, compared to
the visual or haptic stimuli alone.

KEYWORDS
Multimodal perception; audio-tactile-visual stimulus; haptic music; multimodal
stimulus

1. Introduction

An individuals selective listening attention clearly plays an important role in music
appreciation and education. It is a key factor related to music education because
it is essential to be able to distinguish musical attributes (Madsen & Geringer,
2000). Moreover, it factors into an exciting music listening experience (Goldstein,
1980; Madsen, 1997). Since, in most situations music listening is a multi-senstive
experience, that may involve simultaneous vibratory and visual cues, like a live
concert, then it seem simple and natural to use a non-auditive cue in order to help
the listener to focus his/her attention into an specific instrument or voice in the music.
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Therefore, a synchronized external stimulus could be used to obtain listeners atten-
tion and focus it on an specific instrument. To avoid auditory distraction, this stimulus
should be haptic, visual, or a combination of both. It seems logical that a simultaneous
audio and visual stimulus may produce a better listening performance compared to a
single modality stimulus, but if the Colavita visual dominance effect Spence (2009) is
considered, then it seems necessary to evaluate whether a synchronized visual-haptic
stimulus could in fact provide some perceptual advantage compared to a visual or
haptic stimulus alone.

It is also important to determine whether the multidimensionality of music has
an impact on participants selective listening. Therefore, factors such as the music
structure, timbre, and the pitch differences or similarities between instruments should
also be considered.

To the best of our knowledge, the impact of a multimodal stimulus on the music
listening performance has not yet been directly evaluated. Therefore, we propose an
empirical experiment to investigate whether the combination of visual and haptic
stimuli is in fact more effective for highlighting a specific instrument compared to an
individual haptic or visual stimulus. The results of this experiment may be directly
applied to the effective design of new multi-modal interfaces based on our multimodal
perception capabilities.

Our experimental approach is based on previous psychophysical real-time self-
reported proposals (Madsen, Brittin, & Capperella-Sheldon, 1993) and prior results in
experimental psychology, which regarded participants detection time as a consequence
of a mental process (Sternberg, 1969).

The proposed evaluation method uses a synchronized non-audio stimulus to high-
light a single instrument in a song, which will be refer as: highlighted instrument or

Figure 1. This figure shows a time diagram of a measuring lapse, which is the short period of time where the
stimuli was displayed and participants’ focus and detection time were measured. While listening to the music,

each participant received a visual warning of 3 seconds before the non-audio stimulus was displayed. Then, the

participant had 15 seconds to identify the instrument and press/or/release a key to report if he/she was able
to find and follow the indicated instrument with the given stimulus.
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highlighted voice. Three conditions of the non-audio stimulus were evaluated: visual-
only, haptic-only, and a combination of visual and haptic stimuli. The haptic and visual
stimuli were designed to represent the rhythm, pitch, and duration of the notes played
by a single instrument in a polyphonic song. The visual-haptic stimulus was defined
just by the synchronized combination of the visual and haptic stimuli. Thereafter, each
stimulus condition was used to highlight a specific instrument for only a short period
of time, which will be refer as: measuring lapse. The measuring lapses were prede-
fined in diverse parts of the song. And during each measuring lapse, the participants
reported their listening attention to the highlighted instrument by pressing down or
releasing a button. In the proposed experiment, the participants’ initial detection time
and the total time the report button was pressed down were quantified. So, quicker
initial detections and longer presses indicated better selective listening (see Figures 1
& 2).

2. Related Research & Motivation

The use of synchronized haptic and/or visual signals for music listening is relatively
new. Many proposals have used a synchronized non-auditory stimulus to enhance
individuals music listening experience, such as Yamazaki’s study (Yamazaki, Mitake,
& Hasegawa, 2016)in which a specific hardware solution was created to synchronize
a haptic stimulus with the music to enhance listening experience. Another example

Figure 2. The figure shows the signals used in a measuring lapse with two voices. a) Shows the music score
from the first measuring lapse of Bach’s fugue (BWV 578), with the highlighted voice in red. b) Shows the
visual stimuli of each note played by the highlighted voice. c) Shows the haptic stimuli used to represent the

highlighted instrument’s pitch and timing. d) Shows the response of a specific subject to the given stimuli,
appeared in a red rectangle, and his/her detection time appeared in blue.
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is Hwang’s proposal (Hwang, Seo, Kim, & Choi, 2013), in which a psychophysical
experiment was performed to measure the magnitude function of a vibratory stimulus
at diverse frequencies. Subsequently, Hwang proposed (Hwang & Choi, 2014) a
real-time auditory saliency method to extract the amplitude, loudness, and energy of
the audio signals. By using these properties, a haptic signal was created by applying
the previously mentioned magnitude functions. Hwang’s method was based on the
idea of engaging the users listening attention by emphasizing the salient parts of music
with a vibratory stimulus, thus leading to an enhanced music listening experience.

In addition to haptics, other studies defined visual-tactile music listening envi-
ronments for individuals with a hearing impairment (Karam, Russo, & Fels, 2009;
Nanayakkara, Taylor, Wyse, & Ong, 2009). More recently, Tanabe used a piano with
special vibrotactile actuators attached to each key to provide a synthetic tactile sensa-
tion, while a visual stimulus was displayed over the piano keys (Tanabe et al., 2016). In
general, the main purpose of the visual and haptic stimuli in the previous studies was
to provide more information to improve the users’ listening or playing performance.

In addition to these examples, there are other studies that synchronized music
with a haptic stimulus (Armitage & Ng, 2016; Merchel, Altinsoy, & Stamm, 2010),
a visual stimulus (Meuer et al., 2017), or a combination of both (Rodet et al., 2005;
Tanabe et al., 2016). Merchel et al. and Armitage and Ng designed specific hardware
solutions to improve participants playing performance. However, they only Merchel et
al. considered previous research on audio and tactile human perception in their design.
The approaches of Meuer et al. and Rodet et al. were more open because both defined
their own integration methods for the audio, visual, and tactile stimuli, though neither
gave any specific consideration to audio or tactile perception.

Unfortunately, most of the previously mentioned studies did not consider any
previous multimodal perceptual analyses in their design. To the best of our knowledge,
the only exception is Hwang, who performed a psychophysical experiment (Hwang
et al., 2013) in order to improve his own multimodal music listening environment
(Hwang & Choi, 2014).

Contrary to our hypothesis, the Colavita effect (Spence, 2009) indicates that
humans are more likely to respond to a visual stimulus when they are exposed to a
combination of auditory and visual signals. However, Hecht and Reiner found that the
visual dominance disappears when simultaneous visual-audio-tactile stimuli are pre-
sented. According to Hecht and Reiners explanation (Hecht & Reiner, 2009), it seems
that when the tri-sensory stimulus is given, the probability of missing two signals is
much smaller than missing only one signal; therefore, the visual dominance disappears.

Hecht and Reiners conclusions may indirectly support our assumption that a visual-
haptic stimulus may have more of an impact on subjects’ listening perception. Yet, due
to the multidimensional properties of music, it is not possible to generalize these con-
clusions to music listening along with a synchronized non-audio stimulus. Therefore,
it is necessary to consider that specific properties of music may also have an impact on
the selective listening of a single melody in a polyphonic composition. For example, in
polyphonic music, two voices are more recognizable if their respective melodies have
a closer relation in pitch and when their notes’ onsets have the same tempo. In such
a case, participants begin to rely on timbre to distinguish them (Gregory, 1990). In
addition, the instruments timbre seems to play an important role as well. For instance,
a very homogeneous timbre can be used to obfuscate the listeners’ abilities to identify
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the concurrent number of voices present in a polyphonic song (Huron, 1989).
The psychoacoustic theory of ”auditory stream segregation” proposes that humans

can effortlessly segregate tones sequences into individual streams or melodies based on
the tone (Bregman, 1978). Additionally, it has been demonstrated that our perception
of melodic structures can also be manipulated if the piece is cleverly composed, such as
in many of Bach’s contrapuntal compositions (Wright & Bregman, 1987). Further, the
temporal relation between the voices seems to be an important clue for stream segre-
gation (Ragert, Fairhurst, & Keller, 2014). As such, for selective listening, the specific
structure of the melody and its registry are influential factors that must be considered.

For the effective design of new multimodal listening or playing interfaces, one
must go beyond a consideration of the fundamental capabilities of the somatosensory
and auditory senses. It is also important to consider humans intrinsic capabilities
to perceive music. Thus, it seems necessary to perform a direct analysis of the use
of multimodal stimuli on selective music listening to lay a foundation for future
multimodal music studies and the design of new music interfaces.

3. Evaluation

To measure participants selective listening, a real-time self-reported evaluation was
used (Madsen et al., 1993). In the empirical experiment, all of the participants (n = 30)
listened to a song while a synchronized non-audio stimulus was displayed to highlight a
single instrument in the song. The participants were then asked to press down a button
if they were able to audibly identify and follow the highlighted instrument. Or release
the button if they were not able to match the given stimulus with an instrument in
the song.

3.1. Participants

Thirty participants, inclusive of 23 males and 7 females and aged between 24 to 60 years
old, participated in the experiment. All the participants were students or members of
the university who agreed to take part in the study. Due to the nature of the evaluation,
it was necessary to identify the participants musical capabilities. Therefore, we asked
the participants whether they were able to play a musical instrument and if they were
able to currently play a complete song with their instruments. The participants who
answered affirmatively to these specific questions were considered music players. On
the other hand, those who answered ’no’ to any the questions were considered non-
players. In summary, from the 30 participants, 11 were music players, and the other
19 were non-players.

Only 5 participants from the non-players group received extracurricular instrument
lessons before they were 9 years old (Gordon, 1980). However, none of these partici-
pants reported being able to nowadays fluently play their studied instrument.
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Song Instrument High Low Average

Mozart

Violin-1 89 - G5 55 - G2 75 - Eb4
Violin-2 84 - C5 55 - G2 67 - G3

Viola 68 - G#3 48 - C2 60 - C3
Cello 61- C#3 36 - C1 48 - C2

Haydn

Violin-1 88 - E5 57 - A2 74 - D4
Violin-2 83 - B4 56 - G#2 69 - A3

Viola 76 - E4 49 - C#2 63 - Eb3
Cello 66 - F#3 37 - C#1 52 - E2

Bach

Organ-1 84 - C5 57 - A2 73 - C#4
Organ-2 80 - G#4 50 - D2 65 - F3
Organ-3 74 - D4 38 - D1 59 - B2
Organ-4 50 - D2 24 - C0 38 - D1

Table 1. The instruments’ pitch register and average played note.

3.2. Stimuli

The visual and haptic modalities of the non-audio stimulus were designed to have the
same rhythm, duration, and pitch as a single instrument in the song so that the results
across stimulus conditions could be directly compared. The visual-haptic stimulus was
generated by simultaneously combining the visual and haptic stimuli, and the single
modality stimuli were considered as controls.

3.2.1. Musical Stimuli

The songs used in the evaluation were MIDI renditions of the following classical songs:
Haydn - String Quartet Op. 20 No. 6 Final movement (2 violins, viola, and cello),
Mozart - Adagio & Fugue K.546 Final 4 minutes (2 violins, viola, and cello), and Bach
- Little Fugue BWV-578 (4 voices with organ only). For the experiment, Windows 7
default synthesizer (Microsoft GS Wavetable Synth) was used to play these songs.

When Mozart and Haydn songs were played with the selected synthesizer, the
violin (MIDI-40), viola (MIDI-41) and cello (MIDI-42) timbres did not contrast
too much between each other, so any of these instruments highlighted itself due to
its particular timbre. For Bach, the 4 voices were played by a MIDI church organ
(MIDI-19); therefore, there was no contrast in the timbre. Also, all the notes of all of
the instruments were played at the same volume to avoid any variations that could
have inadvertently captured the participants listening attention.

All of these selected songs are polyphonic fugues, which allowed us to define chal-
lenging but not trivial selective listening tasks. In general, a fugue is a compositional
technique in which two or more short melodies, called voices, are introduced and then
successively taken up by other voices in a continuous interweaving of the melodies.
The melodic complexity between the different voices in fugues makes them ideal for
creating challenging selective listening tasks. After all, if the selected song is too sim-
ple, then a focused listening task may become trivial. The specific MIDI renditions
of these polyphonic songs were selected because their individual voices do not play
overlapped notes, thus simplifying the design of the visual and haptic stimuli. In other
words, the songs themselves are polyphonic, but the notes of each voice have a unique
start and duration that do not overlap with any other note played by the same voice.
Therefore, the properties of each individual note can directly define the haptic and
visual stimuli properties.
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(a) (b)

Figure 3. a) While listening to the music, the participant faced a laptop where the visual stimulus was
displayed. He/she used his/her left hand to report his/her selective listening by pressing the spacebar key. b)

To feel the haptic signal, the participant’s right-hand index finger touched the surface transducer.

The instruments’ pitch registers, between songs, are quite similar. Since Haydn’s
and Mozart’s songs are played with the same instruments, their pitch registers are
similar. In the case of Bach, the organ plays the pitch register of each voice, but their
individual voice registers are also comparable to the register played by the violin,
viola, and cello in Mozart’s and Haydn’s songs (see Table 1). The similarity between
the instruments pitch registers allowed the inclusion of the pitch register as an effect
in the statistical analysis. For detailed information about the songs’ scores and the
specific sections of the songs selected as measuring lapses, please see the Appendix.

3.2.2. Visual stimulus

The visual modality was designed using a simplistic and self-explanatory visual stimu-
lus. For this stimulus, one by one, the notes played by the highlighted instrument were
represented with a single yellow rectangle, which appeared and disappeared from the
screen according to a note’s properties. The length of the rectangle represented the
note’s duration, while the note’s pitch was represented by the relative position of the
rectangle across the Y-axis on the screen. Therefore, a note with a higher pitch was
displayed higher on the screen, while a note with lower pitch was displayed lower on
the screen. In order to hide the temporal melodic structure of the highlighted voice,
only one single rectangle was displayed on the screen, which represented the properties
of every single note the highlighted instrument was playing at the time, so once the
note ended, its respective rectangle disappeared (see Figure 2).

3.2.3. Haptic stimulus

To design the haptic stimulus, it was necessary to consider the capabilities and limita-
tions of the somatosensory sense in order to propose an effective method to represent
the notes’ pitch of the highlighted instrument as a haptic signal. Compared to the
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extraordinary capability of the human ear to detect frequency variations (Wolfe et al.,
2006) the touch sense performance to distinguish frequency changes is not so effective,
with a noticeable difference around 18% (Pongrac, 2006).

Therefore, we developed a simple method to map the notes key in a predefined
haptic frequency range. Specifically, the notes with a higher key had a higher
haptic frequency, while the notes with a lower key had a lower haptic frequency.
Additionally, this method maps the notes’ pitch in a predefined haptic frequency
range (4f) while trying to maximize the haptic frequency variations between the
notes. As such, they can be easily perceived. Therefore, 4f can be defined as being
in the human tactile frequency range (5Hz to 700Hz) (Lofvenberg & Johansson, 1984).

To perform the frequency mapping, a range between the lowest key note (kmin) and
the highest key note (kmax) was defined as:4k (see Table 1). Additionally, a maximum
(fmax) and minimum (fmin) haptic frequency range was defined as:4f (See Equations
1 & 2). In this case, 4f was set between fmax = 300Hz and fmin = 30Hz. This specific
frequency range was selected because humans have a better frequency discrimination
at low frequencies (Verrillo, 1992).

4k = kmax − kmin (1)

4f = fmax − fmin (2)

4a = amax − amin (3)

The proposed algorithm uses two lineal relations to map the notes’ key in the pre-
defined frequency range (4f). The first lineal relation calculates the note’s relative
position in the song (see Equation 4) by using the note’s key (k), the range between
the lowest and highest key in the song (4k), the number of notes with a different pitch
(kε) and the key of the lowest note (4k).

n =
kε · (k − kMIN )

4k
(4)

The other lineal relation is used to calculate the final haptic frequency (fh) between
the predefined range (4f) by using the note’s relative position (n) (see Equation 5).

fh = fMIN +

(
4f
kε
· n

)
(5)

In addition, the initial amplitude of the haptic signal (ah) is defined using the same
strategy applied for the haptic frequency. The note’s key (kε) is also used to define
the initial attack amplitude of the signal (ah). Therefore, notes with a higher pitch
will have a higher initial amplitude, and the notes with a lower pitch will have a lower
initial amplitude. First, a haptic amplitude range is predefined as 4a; the note’s
relative position is then calculated using the equation 4. Finally the haptic attack
amplitude (ah) is calculated using the equation 6.

ah = amin +

(
4a
kε
· n

)
(6)
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Instrument ta ms td ms ts ms s = ah% r = ah%
Organ 5 0 t4−25 100 1
Violin 66 376 t4−225 57.14 1
Cello 40 290 t4−200 47.45 1
Viola 66 180 t4−125 80.0 1

Table 2. ADSR timing and amplitude parameters for the haptic envelopes defined for each instrument.

The variations in pitch, represented in the visual stimulus by the rectangle position,
are evidently perceivable. Therefore, to compensate for the limitation of the haptic
sense to perceive frequency variations, we did not rely on the haptic frequency shift
alone to represent the notes of the highlighted instrument. We took advantage of the
noticeable capabilities of the somatosensory sense to distinguish small amplitude vari-
ations (1.7~19 mN for frequencies at 320Hz) (Hatzfeld, Cao, Kupnik, & Werthschtzky,
2016), so the waveform characteristics of the highlighted instrument were also included
in the haptic signal envelope.

To be able to control the haptic signal frequency and amplitude with precision, an
ADSR (Attack-Decay-Sustain-Release) envelope generator (Jensen, 1999) was used in
order to define the envelope shape of the haptic signal. The ADSR parameters were
configured so the the haptic signal envelope would have the same characteristics as
the general audio envelope shape of the highlighted instrument. In our specific imple-
mentation, a logarithmic curve was used for the release phase, while linear equations
were used for the rest of the ADSR phases.

For the haptic waveform, the timing of each ADSR phase was defined as follows:
ta defined the attack-decay inflexion time, td defined the decay-sustain inflexion, time
and ts defined the sustain-release inflexion. The specific amplitude levels of each ADSR
phase were determined by the peak amplitude at attack ah, the amplitude at sustain s,
and the amplitude at the end r. Table 2 details the specific parameters used to define
the haptic signal for each instrument present in the songs used in the evaluation.

3.2.4. Visual and Haptic stimuli

The visual-haptic stimulus was created using a synchronized combination of the pre-
viously described visual and haptic stimuli, which were created and displayed using
the same aforementioned strategies. Since the goal of this evaluation was to estimate
the effectiveness of a multimodal haptic-visual stimulus for selective listening percep-
tion and since the visual stimulus and haptic stimulus were designed to provide the
same amount of information, we considered both single modality conditions as control
conditions.

3.3. Procedure

For each song, 9 measuring lapses, which were each 15 seconds long, were predefined,
with a break of at least 5 seconds in between each. During each measuring lapse,
the participants’ selective listening and detection time were measured. The selective
listening time was quantified by saving the total time the response button was pressed
down, while the detection time was quantified by saving the time from the beginning
of the lapse until the first time the button was pressed down. (see Figures 1 & 2).

The measuring lapses start time and the highlighted instrument were predefined
according to the particular structure of the song during each lapse. A different high-
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lighted instrument was selected for each lapse, so all of the instruments present in
the song were highlighted at least once. Therefore, the measuring lapse’s start and
highlighted voice were specifically predefined to avoid creating confusing tasks as well
as tasks with obvious answers. The measuring lapses were defined in places where the
notes of the highlighted instrument were not masked by other instruments playing the
exact same melody. Additionally, to avoid confusion, we abstained from placing the
measuring lapses prior to the instruments playing of a single note for the same amount
of time. Thus, by these means, we attempted to control the difficulty of the tasks and
to avoid impossible or arbitrary inquiries (see Appendix). In addition, the lapses’ start
and highlighted voice were predefined across conditions in order to be able to directly
compare the participants’ responses to each measuring lapse.

A MIDI sequencer was used to ensure that the lapses’ start and the voices fulfilled
the conditions mentioned above.

To prevent the participants from remembering the pre-defined highlighted voices of
each measuring lapse, the complete experiment occurred on 3 different days, with at
least 4 days between each application. On a single day, the songs and the feedback
condition order were randomly selected without repetition so that the participants
would not repeat the same song or condition during the same day.

To verify their understanding of the instructions, the participants performed a
practice run with a polyphonic song that was not used in the main experiment (Bach
BMW 1079 - Largo). Apart from the practice, no other instructions or information
about the music was given to the participants.

In a quiet room with a comfortable temperature, the participants sat in front of a
notebook PC placed on a desk, using their left hand to press the space bar while their
right hand was placed over the haptic device. The vibration was displayed with an
external DAC (xDuoo XD-01) and a surface transducer (Adafruit 4Ω 5Watt), while
the music was played using the PC’s audio card (Realtek ALC3226) with stereo in-
ear earphones (Sennheiser MX 475). The haptic and visual signals were created and
syncronized with the music with an control program, written in C++. Also the same
program captured and saved the participants’ responses.

Most digital audio cards, due to their inherent design, have a random delay output.
Therefore, it was necessary to verify that the delay between the audio and haptic
signals was below the reported human audiotactile asynchrony perception threshold
(23ms) (Adelstein, Begault, Anderson, & Wenzel, 2003). The random delay between
the audio cards was measured and controlled to be ±2.5ms. In order to have such
control on the signals timing, it was necessary to use real-time audio drivers (Tippach,
2003) to reduce the audio card’s buffer size. It was also necessary to use real-time
audio libraries that provided support for such drivers (Cook & Scavone, 1995).

In order to isolate the transducer vibration sound from the music, the participants
used noise-cancelling earmuffs over the earphones. Additionally, to avoid vibration
transmission to the desk, the transducer was placed on 2cm layer of casing foam.
Moreover, all of the participants were instructed to touch the surface transducer
using only their fingertips. They were instructed to place them on any part of the
transducer surface where they could encounter an stronger sensation (see Figure 3).

If applied incorrectly, self-reported evaluation methods could generate fragile, ran-
dom, or biased data (Stone, Shiffman, Atienza, & Nebeling, 2007). To avoid these
issues, several measures were taken in order to avoid participant distraction, which
may have affected the participants responses.
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The amount of time the participants performed the selective listening task was
limited. Therefore, the predefined measuring lapses were exactly 15 seconds long. In
addition, a visual warning, which was 3 seconds in length, was displayed before each
measuring lapse began. This visual warning captured the participants attention so
they could be completely focused on finding and following the indicated instrument
during the measuring lapse (see Figure 1).

Additionally, and prior to the main experiment, a single participant, who performed
the described experiment three times with four songs and using all conditions, tested
the repeatability of the proposed method. The generated results showed a clear data
correlation between the experiments of this particular participant. Also, the test’s data
consistency was checked by calculating the Cronbach’s alpha coefficient (Cronbach,
1951; Tavakol & Dennick, 2011), which showed good consistency between songs with
a Cronbach’s alpha coefficient of: α ≥ 0.7 . Additionally, we calculated the Cronbach’s
alpha coefficient to confirm the data consistency of the main evaluation results. A value
of α > 0.72 was obtained. Therefore, the final experiment did not generate random
results, and the measurements were consistent among the participants.

3.4. Questionnaire

Immediately after the participants completed all of the trials of the experiment, a
subjective questionnaire was used in order to measure the participants’ different per-
spectives of the three feedback conditions. A graphic rating scale was used to evaluate
their preferences, understanding, and the ease with which they performed the task
associated with each stimulus condition. Three graphical rating scale questions were
asked: ”Did you like the experience?”, ”Was the stimulus easy to understand?” and
”Was the stimulus easy to follow?”. The rating scale was from -100 to 100 for a com-
pletely negative response to a completely positive response, respectively. The descrip-
tive adjectives that appeared in the questions were: ”Like the experience”, ”Dislike the
experience”, ”Easy to understand”, ”Difficult to understand”, ”Easy to follow” and
”Hard to follow”, respectively.

4. Results & Discussion

4.1. General Analysis

To determine whether the different factors had an influence on the participants re-
sponses, a multivariate analysis of variance (MANOVA) was performed. Since all of
the songs included voices with a similar pitch register (see Table 1), it was possi-
ble to average the participants responses with a similar pitch register across differ-
ent lapses and songs. Hence, the selective listening and detection responses of each
measuring lapse were grouped and averaged, across songs, based on their respective
highlighted voice pitch register. So for this analysis the lapses were grouped as follows:
High (Mozart:Violin-1, Haydn:Violin-1 & Bach:Organ-1), Medium-1 (Mozart:Violin-2,
Haydn:Violin-2, Bach:Organ-2), Medium-2 (Mozart:Viola, Haydn:Viola, Bach:Organ-
3) and Low (Mozart:Cello, Haydn:Cello, Bach:Organ-4).

Therefore, a three-factor multivariate ANOVA was performed using the following
main effects and levels: the stimulus condition (with 3 levels: visual, haptic, and
visual-haptic), the participant’s skill (with 2 levels: players and non-players), and the
voices’ pitch register (with 4 levels: High, Medium-1, Medium-2, and Low); while the
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Effect F df Error df P value
Stimulus 11.400 4.000 672.000 0.000
Skill 30.816 2.000 335.000 0.000
Pitch 5.100 6.000 672.000 0.000
Stimulus*Skill 0.192 4.000 672.000 0.943
Stimulus*Pitch 0.873 12.000 672.000 0.574
Skill*Pitch 0.519 6.000 672.000 0.794
Stimulus*Skill*Pitch 0.323 12.000 672.000 0.985

Table 3. Multivariate ANOVA results table, inclusive of Pillai’s trace. All of the main effects (stimulus,

skill, & pitch) presented were significant (p < 0.01). However there was not a significant interaction between
any of the simple main effects, which indicates the lack of any particular significant interaction between the

participant’s skill level or the voice’s pitch with the stimulus condition.

participant’s detection and listening time were the dependent variables.

The data obtained from the evaluation satisfied almost all of the ANOVA assump-
tions. The variance and errors between the cells were similar. The measurements were
independent from each group because all the participants performed the experiment
with a random stimuli and song order. However, as expected for the reaction measure-
ments (Roberts & Russo, 2014), the detection and the listening time measurements
were skewed. This skewness was normalized using a logarithmic transformation; there-
after, the same multivariate ANOVA test was applied to the original and transformed
data in order to verify any difference in the statistical analysis between the transformed
and untransformed data. Since both tests had the same results and interactions, the
original untransformed data were used in this report.

In some cases, the participants were unable to provide an answer or their initial
detection was unreflective and immediate (i.e., faster than the average reaction to
haptic and visual stimuli < 200ms (Frith & Done, 1986) (Shelton & Kumar, 2010)). In
these cases, the generated data were replaced by the lapse’s average in that stimulus
condition. Only less than the 3% of the data were eccentric or missing, which allowed
the use of this specific measure to fix this issue.

The results of the multivariate ANOVA, as shown in Table 3, were calculated with
SPSS using Pillai’s trace. These results show a significant main effect of the stimulus
condition (F (4.0, 672.0) = 11.4, p < 0.01) and a significant main effect of the partici-
pant skill level (F (2.0, 335.0) = 30.816, p < 0.01). In addition, the voices’ pitch effect
was significant (F (6.0, 672.0) = 5.1, p < 0.01).

On the other hand, in regard to the simple main effects, a significant ef-
fect did not exist between the stimulus type and the participant’s skill level
(F (4.0, 672.0) = 0.192, p > 0.01), suggesting that the performance difference of
each stimulus condition was the same, regardless of the participants’ abilities.
Moreover, a significant effect was not found between the stimulus type and the
voices’ pitch (F (12.0, 672.0) = 0.873, p > 0.01), thus showing that the performance
of each stimuli was the same, regardless of the voice’s pitch. Further, a significant
effect was not present between the participants skill level and the voices pitch
(F (6.0, 672.0) = 0.519, p > 0.01), meaning that players and non-players performances
were the same regardless of the voice’s pitch. Finally, a significant effect involving
the combination of the three main effects was not discovered (Stimulus*Skill*Pitch)
(F (12.0, 672.0) = 0.323, p > 0.01). In summary, none of the simple main effects
combinations presented a significant interaction, as shown in the four last rows of
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Table 3.

Since the stimulus main effect was significant, a Tukey HSD pairwise comparison
was performed in order to assess which of the feedback stimuli means were significantly
different. The results of this analysis, depicted in Figures 4a & 4b, indicate that the
participants performance with the visual-haptic was significantly better, with faster
detection times and longer listening periods, compared to the visual-only and haptic-
only conditions. The visual-only and haptic-only means do not show any significant
difference in their detection time or listening time.

A pairwise comparison between the players and non-players groups was also
performed. The results indicate a significant difference between the player and
non-player means, for listening time as well as for detection time (see Figures 4c
& 4d). As expected, the participants who had experience playing an instrument
obtained significantly faster detections and longer listening periods compared to the
participants who did not have experience playing an instrument.

The multivariate ANOVA results indicate that the performance of skilled partici-
pants was significantly better compared to that of unskilled participants, although the
participants performance was significantly better in both groups when using the visual-
haptic stimuli. As shown in the interaction plots between participants skill level and
the stimulus condition(see Figures 5a & 5b). No interactions were detected between
the participants skill level and the given stimulus in the detection and listening time
measurements. This indicates that the visual-haptic stimuli performance improvement
was the same regardless of the participants’ music skills.

Furthermore, as shown in the interaction plots featuring the voices’ pitch and
the stimuli (see Figures 5c & 5d), the participants performed better when using
the visual-haptic stimulus across voices with a different pitch. This indicates that,
regardless of the voices’ pitch, the participants had longer listening periods and faster
detections with the visual-haptic stimulus, compared with the single modality stimuli.
The same plots showed an interaction between visual and haptic conditions only for
voices with a low pitch register, where the haptic stimuli obtained better results.
Although, the lack of interaction between the voices’ pitch and the stimuli conditions
(see Table 3) do not justify a post-hoc comparison.

In addition to the psychometric evaluation, a subjective perception questionnaire
was used to compare the participants’ perception of the performed task in different
stimulus conditions. A graphic rating scale with three questions was used: “Did you like
the experience?”, “Was the stimulus easy to understand?” and “Was the stimulus easy
to follow?”. To compare the results, a single factor ANOVA, between the conditions,
was performed. The results, as shown in Figure 6, indicate that the participants found
the visual-haptic condition more understandable and easier to follow compared to the
visual-only and haptic-only conditions. Also, the participants showed a high likeness
for the haptic-stimuli; it was almost as high as the visual-haptic likeness results.

4.2. Detailed analysis

In the previous section, we demonstrated that the participants performance improved
with visual-haptic stimuli, regardless of the participants skill level and the voices’ pitch
registry. However, the variance differences between the lapses measurements strongly
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(a) Detection mean time between stimulus condi-
tions

(b) Listening mean time between stimulus condi-
tions

(c) Detection mean time between players and non-

players

(d) Listening mean time between players and non-

players

Figure 4. Bar plots that compare the detection and listening time means between stimuli conditions and
the participants skill level, where error bars indicate a 95% confidence interval. Plots (a) and (b) show a

significant better performance of the players versus the non-players, with faster detection times and longer

selective listening periods, while (c) and (d) show the significant performance increase of the visual-haptic
stimulus (VH) compared with the single modality stimuli, with faster detection times and longer listening

periods.

indicate that the unique musical structure of each measuring lapse was a factor in the
experiment (see Figure 7). Yet, since an objective or numerical strategy to measure
the complexity of a polyphonic melody does not exist, the melody complexity of each
measuring lapse was not viewed as a factor in the previous multivariate ANOVA.

Instead, we performed an individual multivariate ANOVA analysis of each song.
Then, considering the measuring lapses and the stimuli conditions as the main effects,
a two-factor multivariate ANOVA was performed using the following main levels: the
stimuli condition (with 3 levels: visual, haptic, and visual-haptic) and the measuring
lapses (with 9 levels, one for each measuring lapse). The participants detection and
listening times were considered as dependent variables. By these means, a significant
interaction between the measuring lapses and the stimulus conditions was identifiable.

The results of the multiple multivariate ANOVA are shown in Table 4. The table
of results shows the significant main effect of the stimulus condition across the three
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songs (Mozart F (16, 1566) = .352, p < .001, Haydn F (16, 1566) = .097, p < .001 and
Mozart F (16, 1566) = .216, p < .001). Also, there is significant main effect of the
measuring lapses, although this interaction was expected due to the melodic difference
of each measuring lapse.

On the other hand, as in the general analysis, there was no significant effect
between stimuli and the measuring lapses in any of the three songs (Mozart
F (32, 1566) = .051, p > .05, Haydn F (32, 1566) = .038, p > .05 and Mozart
F (32, 1566) = .052, p > .05). The lack of any significant interaction between the
measuring lapses and the stimulus condition indicates that the performance difference

(a) Interaction plot of the detection time between

stimulus conditions and the participants’ skill.

(b) Interaction plot of the listening time between

stimulus conditions and the participants’ skill.

(c) Interaction plot of the detection time between
the voices’ register and the stumulus conditions.

(d) Interaction plot of the listening time between
the voices’ register and the stumulus conditions.

Figure 5. Interaction plots between skill*stimulus and voice*stimulus, where error bars indicate a 95% con-

fidence interval. Plots (a) and (b) suggest that players and non-players had a better performance with the

visual-haptic stimulus compared to single modality stimuli. The performance difference between stimuli was
the same, regardless of the participants’ music skills. Plots (c) and (d) also show a performance improvement

with the visual-haptic stimuli across voices with different pitches. Therefore, the improvement caused by the
visual-haptic stimuli was not related to the participants skill level or the voice’s pitch.
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Figure 6. Box plot of the visual scale questionnaire results, which shows the participants’ likeness, under-
standing and the easiness of the task across modalities. The boxes demonstrate the median confidence area,

the diamonds show the measurements’ mean and the stars indicate the mean statistical difference between

stimulus conditions.

Song Effect F df Error df P value

Mozart
Lapse .352 16.000 1566.000 .000
Stimulus .048 4.000 1566.000 .000
Lapse*Stimulus .051 32.000 1566.000 .144

Haydn
Lapse .097 16.000 1566.000 .000
Stimulus .068 4.000 1566.000 .000
Lapse*Stimulus .038 32.000 1566.000 .563

Bach
Lapse .216 16.000 1566.000 .000
Stimulus .034 4.000 1566.000 .000
Lapse*Stimulus .052 32.000 1566.000 .114

Table 4. The individual multivariate ANOVA results of each song were performed with Pillai’s trace. The

lapse and the stimulus conditions had a significant effect (p < 0.05) in all songs. However, there is no significant
interaction between the lapses and the stimuli in any of the songs. This finding indicates that the participants

performance was not affected by any particular combination of the stimulus condition and the melody.

between the stimuli was the same across measuring lapses and songs. The interaction
plots also reflected the same results, with parallel lines across most of the measuring
lapses (see Figure 7) showing no significant individual interaction across the stimuli
and the measuring lapses.

Since the stimulus main effect was significant, three Tukey HSD pairwise compar-
isons were performed, for each song, in order to find which feedback stimuli means were
significantly different. The results, as shown in Figures 8a & 8b, indicate a significantly
better participant performance when using the visual-haptic stimulus compared to the
single modality stimuli. The results also reveal the lack of a significant difference be-
tween visual-only and haptic-only conditions, as they had the exact same results across
the three songs.

In conclusion, the multivariate ANOVA results and the pairwise comparison results
indicate that regardless of the song or the measuring lapse, the participants’ perfor-
mance was significantly better with the visual-stimuli, while there was no significant
difference between the single modality conditions. And the lack of conclusive evidence
of the interaction between the stimulus condition and the measuring lapses do not
allow to precisely indicate a relation lapses melodic structure with an specific stimulus
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(a) Haydn’s listening time interaction plot (b) Haydn’s detection time intereaction plot

(c) Bach’s listening time interaction plot (d) Bach’s detection time interaction plot

(e) Mozart’s listening time interaction plot (f) Mozart detection time interaction plot

Figure 7. The detection and selective listening time interaction plots of each song. In general, the visual-
haptic condition presented faster detection times and longer selective listening periods. Additionally, in most
cases, the interaction lines between the stimuli ran parallel with each other, which demonstrated the lack of a
significant performance difference caused by an specific combination of the given stimuli and measuring lapse.

Therefore, the stimuli condition performance difference did not significantly change across measuring lapses.
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condition.

Overall, in the general and detailed multivariate analyses, none of the simple main
effect combinations presented a significant interaction (see Table 3 & 4)As such, the
lack of clear statistical evidence does not allow for a post-hoc analysis of any of the
simple main effects interactions. Therefore, consistent evidence of the interaction be-
tween and specific stimulus with an specific kind of melody does not exist. However, we
suspect that, due their own nature, the visual stimuli should more effective to display
the melodic structure of the song, while the haptic stimuli should more effectively high-
light the pitch of a specific instrument. Yet, in order to demonstrate this hypothesis,
it may be necessary to perform a different study with specific music stimuli.

5. Conclusion

The results obtained through this analysis support our hypothesis. The multi-
variate analysis of the participants’ performance between conditions demonstrated
significantly longer periods of focused listening during most listening tasks, when
the participants used a synchronized combination of haptic and visual stimuli. In
addition, the multivariate analysis did not show any significant interactions between
the highlighted voice pitch registry, the participants musical skills, and the task
complexity with the provided stimuli. Hence, regardless of the listening task, voice,
and the participants music skills, the subjects performed better when using the
redundant visual-haptic stimulus.

These conclusions do not come across as surprising, but if the Colavita visual domi-
nance effect (Spence, 2009) is considered, then it seems necessary to evaluate if in fact
a synchronized visual-haptic stimulus could provide some perceptual advantage com-
pared to a visual or haptic stimulus alone. Other factors must also be considered, such
as the participants music skills, the voices’ pitch (Bregman, 1978), and the complex-
ity of the listening task (Wright & Bregman, 1987). Therefore, even if the hypothesis
seems logical, all of these factors need to be considered as well.

The performed empirical evaluation shows that the listening performance improve-

(a) (b)

Figure 8. Results of the pairwise comparison between the stimulus’ modalities. The results, obtained with

Tukey HSD, indicate a significant difference between the visual-haptic stimulus and the single modality con-

ditions in all of the songs. Also, the results associated with the songs do not show any statistical differences
between the visual-only and haptic-only conditions.
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ment, which was associated with the visual-haptic stimulus, was not affected by:
the participants music skills, the voices’ pitch register or the melody. Therefore, the
proposed visual-haptic stimulus come across as an ideal mean to enhance users ability
to focus on a specific voice in a polyphonic melody. Hence, this kind of multimodal
stimulus may have a direct application for entertainment purposes or children’s music
education (Gordon, 1980).

Further, the obtained results are similar to Hechts findings (Hecht & Reiner, 2009).
We could not find any evidence of visual dominance or haptic-dominance when the
participants performed the selective listening task with the visual-haptic condition
(tri-modal). In fact, the multivariate analysis did not show any difference between
the visual-only and haptic-only conditions, while both demonstrated a significantly
worse performance compared to the redundant visual-haptic condition, even when
the visual-haptic stimuli were only a part of the synchronized combination along
with haptic-only stimuli. Therefore, as also mentioned by Hech, we suspect that the
participants performance was better with the visual-haptic stimulus because the
probability of missing a note with two redundant non-audio signals was much smaller
that missing a note with only one non-audio signal.

Also, we are aware that the main constrain of the proposed experiment was the
diversity of the music, because only 27 different measuring lapses were used in the
experiment. Although the clear tendency in the obtained statistical results strongly
suggest that a redundant visual-haptic stimuli is in fact effective to improve the
selective listening. So as a future work it is necessary to perform a similar experiment
using a larger diversity of music stimuli, to be able to confirm if there is any relation
between any of the stimuli modalities with an specific type of melody structure.

Finally, we believe that the results associated with the performed experiments can be
directly applied to the upgrade of the design of recent virtual environments focused on
enhancing individuals music listening experience. Therefore, it is necessary to study
the limits and capabilities of humans multimodal perception in order to provide a
psychophysical foundation for future VR and AR research.

6. Appendix - Detailed Music Information

The song’s MIDI files and all of the information related to the measuring lapses (start,
ending and highlighted voice) are available in this url: https://goo.gl/3Z8oJR.
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