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Finding 6-Degree-of-Freedom (6DoF) pose of a camera (visual localization) is a key ability of robotic intelligent system and
autonomous navigation. Because of the wide spreading of image data and internet sharing, the target scene for the
localization problem becomes larger in both indoor and outdoor scenarios. Previous approaches that require a 3D database
capturing the whole scene to estimate the camera pose are impractical or sometimes infeasible for such large-scale visual
localization problems.

In this thesis, we introduce a visual localization pipeline designed for large-scale environments. Compared to other
approaches using the large 3D database, we first seek the relevant location of an input image using an image database, which
allows scaling to the larger scene. We next compute an accurate 6DoF camera pose using local geometric information around
the relevant location. Contributions of this thesis can be divided into three parts; 1) We propose two feature matching
algorithms for the general purpose of wide-baseline image matching but can also be beneficial for visual localization. 2) We
construct a large-scale image dataset in an urban city-scale scene while preparing precise 6DoF camera poses of input images
to evaluate the performance of visual localization. Using this new dataset, we evaluate previous approaches for visual
localization and show the large-scale 3D model is not necessary for accurate camera pose estimation. 3) We also evaluate our
pipeline on a large-scale indoor scenario. To deal with several difficulties raised by indoor scenes, we propose a new
algorithm verifying the estimated camera pose using a pre-captured local 3D point cloud. Our method achieves
state-of-the-art performance on our indoor dataset. Altogether, we tackled for scaling visual localization problem to much
larger environments. We confirmed our approach effectively addresses the issue based on efficient image retrieval and local
3D reconstruction. Also, two new datasets we constructed through the thesis depict several challenging situations for visual
localization induced in large-scale scenarios and will be beneficial for further researches in this area.

This thesis is organized as follows.

In Chapter 2, we propose two feature matching algorithms that can potentially contribute to visual localization. Sec. 2.2
introduce a feature matching for spherical panoramic images which capture the scene efficiently despite of large image
distortion. Our method synthesizes multiple undistorted images for each panoramic image and perform feature matching on
them to mitigate the side effect of image distortion. We show that our method provides accurate and rich correspondences
between panoramic images and can contribute to build a rich 3D model via SfM pipeline. We also propose a feature
matching designed for image pairs taken from very different viewpoints (Section 2.3). We again generate multiple synthetic
images that approximate potential appearance changes on the image induced by view changes, to collect the variations of
keypoints and feature vectors.

Chap. 3 gives a detailed description of our contributions for outdoor city-scale visual localization. We first create a new
dataset for visual localization in an urban situation that includes a set of accurate camera poses for evaluation (Sec. 3.2). We
propose a localization pipeline that computes 6DoF camera pose of a query using only 2D image database (Sec. 3.4), which
constructs our main contribution in this thesis. Sec. 3.5 provides various evaluation of our method and others on our new
dataset, and shows the benefits of our approach on large-scale outdoor scenarios.

Chap. 4 describes our contributions for large-scale indoor visual localization, on which the rich 3D point clouds and
additional information are available. Because of the lack of existing dataset for indoor scenario, we again create a dataset
composed of RGBD database images and user photos taken by smartphone, along with its accurate camera poses (Sec. 4.2).
In Sec. 4.3, We propose a localization pipeline exploiting rich 3D database to estimate and verify the camera pose for the
input image. Sec. 4.4 additionally provides details of our investigations for pose verification step. We validate our method
effectively scales to a large-scale indoor environment and achieves state-of-the-art performance (Sec. 4.5).

Finally, we add concluding remarks and potential future works of this area in Chap. 5.
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