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ABSTRACT

As VLSI device feature sizes are getting smaller and smaller, lithography hotspot detection and elimination have become more important to avoid yield loss. Although various machine learning based methods have been proposed, it is not easy to find appropriate parameters to achieve high accuracy. This paper proposes a feature selection method by using the probability distributions of layout features. Our method enables automatic feature optimization and classifier construction. It can be adaptive to different layout patterns with various features. In order to evaluate hotspot detection methods in the situation close to actual problem, dataset based on ICCAD2019 dataset is used for evaluation. Experimental results show the effectiveness of our method and limitations.

Keywords: Lithography, Hotspot detection, Machine Learning

1. INTRODUCTION

In order to form a desired circuit pattern on a wafer, various design for manufacturability (DFM) techniques have been developed. Exposure lights with shorter wavelengths have been developed to improve the fidelity of pattern on a wafer. Although extreme ultra-violet (EUV) whose wavelength is 13.5 nm is being introduced as exposure light, it is still not mainstream in mass production because of huge manufacturing costs, and DFM techniques still have much attention. With the advances of technology nodes, dense pattern with higher yields becomes impossible. Even if layout patterns pass design rule checking (DRC), the patterns may contain local regions that cause yield loss, called hotspots. Lithography hotspot detection and elimination have become more important to improve yields.

Although lithography simulation can be used in hotspot detection, it is very time consuming if the entire chip area is evaluated by accurate lithography simulation. Recently, several hotspot detection methods without lithography simulation have been proposed to reduce the total cost to design a dense chip without hotspots. In these methods, a local chip area, called layout clip, is defined to specify a hotspot, and a huge number of layout clips are defined to cover the entire chip area. Then, a two-class classifier judges whether layout clips are hotspot or not. The total cost will be reduced much if the two-class classifier accurately classifies the clips.

Machine learning can be utilized to construct a two-class classifier. An encoding of a layout pattern that is used to represent the features of the pattern is a key point to improve detection accuracy. Density based layout feature (DBLF)\textsuperscript{1,2} is defined by encoding local densities of partitioned sub-regions. Wire distance based layout feature\textsuperscript{3} is defined by encoding wire distance in a layout. Histogram of oriented light propagation (HOLP)\textsuperscript{4} and concentric circle area sampling (CCAS)\textsuperscript{5,6} are expected to capture the impact of diffracted light propagation and interference. Although various layout features are proposed, it is not easy to select appropriate layout features. Deep learning approach is also developed\textsuperscript{7-11}. However, it is not easy to select good hyper-parameters as well.
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In this paper, we propose a CCAS based layout feature selection and optimization method. In our method, the radiuses of circles are selected according to the probability distributions of layout features. Hotspot detection methods based on CCAS are expected to achieve good accuracy as reported in literature. However, in conventional methods, the radiuses of circles to represent layout feature were set manually in advance. It is not necessarily fit to different lithographic conditions. Our proposed method selects appropriate circles that are effective for classification in a specific lithographic condition. In addition, Adaboost technique is utilized in our method to optimize layout features during feature selection. In order to evaluate hotspot detection methods in severe conditions, dataset based on ICCAD2019 dataset is used in experiments.

The rest of the paper is organized as follows. In Section 2, we formulate hotspot detection problem in LSI design and manufacturing. In Section 3, we describe our proposed feature selection method and classifier construction. In Section 4, hotspot detection methods are evaluated by using benchmark datasets, and conclusion is given in Section 5.

2. PRELIMINARIES

2.1 Hotspot Detection
Process variations are no longer negligible in LSI manufacturing. All the process corners and cases cannot be covered by design rules anymore in advanced technology nodes. LSI manufacturing by using perfect design rules that achieves dense patterns with no defects became impossible. Therefore, even if a layout pattern passes design rule checking (DRC), it may contain hotspots where defects occur with some probability inside the process window. To improve yields, it is important to refine the layout pattern as much as possible during design stage by detecting and eliminating hotspots.

2.2 Problem Formulation
In this paper, we focus on hotspot detection problem. The problem is defined as a two-class classification of layout clips. Layout clips are classified into either hotspot or non-hotspot. Layout clip extraction from the layout and hotspot elimination are out of scope in this paper.

A layout clip is a square region whose height and width are \(2r_{\text{max}}\) nm and consists of \(1\) \(\text{nm}^2\) square pixels. We assume that a set of layout clips each of which is labeled either hotspot or non-hotspot is given as training data. Let \(L = \{x_m | m = 1, 2, \ldots, M\}\) be the set of layout clips. Each layout clip is defined as either hotspot or non-hotspot which is represented by label \(l\). Let \(l : L \rightarrow \{+1, -1\}\) be the label of a layout clip where \(l(x_m) = +1\) if \(x_m\) is hotspot, \(l(x_m) = -1\) otherwise. During our proposed method, each layout clip is assigned a positive weight which is updated iteratively. Let \(w_t : L \rightarrow \mathbb{R}^+\) be the positive weights of layout clips at round \(t\) in the procedure.

In order to form an effective classifier, appropriate feature vectors are needed to be selected. In the proposed methods, feature vectors are formed by concentric circle area sampling (CCAS). The center of a concentric circle is defined on the center of the clip. The radius of concentric circles are defined from 1 nm to \(r_{\text{max}}\) nm by 1 nm pitch, and the circle whose radius is \(i\) is referred by \(C_i\). Let \(C = \{C_i | i = 1, 2, \ldots, r_{\text{max}}\}\) be the set of concentric circles defined on layout clip.

The feature vector of a layout clip by circle \(C_i\) is formed from \(p\) points on \(C_i\) at even intervals. At each point, either 0 or 1 is extracted from the layout clip where 0 represents that the point is OFF (black) and 1 that the point is ON (white). Let \(z_j^i(x_m)\) be the extracted bit from layout clip \(x_m\) at the \(j\)-th sampling point on \(C_i\). The feature vector \(z_i(x_m)\) of \(x_m\) defined by \(C_i\) is formed by concatenating extracted bits, that is, \(z_i(x_m) = (z_1^i(x_m), z_2^i(x_m), \ldots, z_{p}^i(x_m))\). The feature vector \(z_i(x_m)\) is referred by feature value \(f_i(x_m)\) defined as follows:

\[
    f_i(x_m) = \sum_{j=0}^{p-1} z_j^i(x_m) \times 2^j.
\]

Let \(V = \{0, 1, \ldots, 2^p - 1\}\) be the range of feature value.

In our method, eight points are selected on a circle. The coordinates of sampling points of \(C_i\) are \((\lceil i\alpha \rceil, -\lceil i\alpha \rceil), (0, -i), (-\lceil i\alpha \rceil, -\lceil i\alpha \rceil), (-i, 0), (-\lceil i\alpha \rceil, \lceil i\alpha \rceil), (0, i), (\lceil i\alpha \rceil, \lceil i\alpha \rceil), (i, 0)\) where the clip center is the
origin and $\alpha = \sqrt{2}/2$. For example, the circles in Figure 1 have 8 sampling points, respectively. The corresponding feature values are 17, 242 and 176 in decimal, respectively.

In this paper, hotspot detection methods are evaluated by using following two indexes.

- **Recall** = $\#\text{Hotspot-correctly-predicted} / \#\text{Hotspot}$
- **False Positive Rate (FPR)** = $\#\text{Non-Hotspot-falsely-predicted} / \#\text{Non-Hotspot}$

Recall rate is the ratio of hotspots predicted correctly and real hotspots. Lower recall will reduce yield due to missed hotspots. So, recall rate is the most important index. FPR is the ratio of non-hotspots predicted falsely and real non-hotspots. Higher FPR forces unnecessary detailed checking and causes the increase of design cost. The objective in hotspot detection is to achieve high recall rate with low FPR.

### 3. HOTSPOT DETECTION BY LAYOUT FEATURE SELECTION

In hotspot detection, it is important to use appropriate layout features. Layout hotspots are formed due to the interferences among diffracted lights from photomask. Layout features should have an ability to capture the effect of light propagation and interferences. Concentric circle area sampling (CCAS) is one of the strong candidates to form feature vectors. Although CCAS is originally developed for machine learning based OPC, it is also effective in hotspot detection and in building a regression model to predict light intensity on a wafer.

In this section, we discuss feature extraction by using CCAS and a novel feature selection method.

#### 3.1 Feature Vector Evaluation and Selection

Layout hotspots are caused by an optical proximity effect in the lithography process. CCAS is appropriate layout features because diffracted light propagates concentrically. In the proposed method, several effective concentric circles are selected by using Adaboost algorithm, and a weak classifier is formed for each selected circle at each round. During weak classifiers are defined one by one, clip weights are adjusted to focus on misclassified layout clips in previous classifiers.

Let $p_{i,t}^+(k)$ and $p_{i,t}^-(k)$ be the weighted occurrence probabilities of feature value $k$ of feature vector $z_i$ at round $t$ in hotspot clips and non-hotspot clips in $L$, respectively. Then, the weighted probability distributions of feature values of feature vector $z_i$ at round $t$ in hotspot clips and non-hotspot clips are defined by $D_{i,t}^+ = \{p_{i,t}^+(k) | k \in V\}$ and $D_{i,t}^- = \{p_{i,t}^-(k) | k \in V\}$, respectively. $D_{i,t}^+$ and $D_{i,t}^-$ are obtained by Algorithm 1.

In Figure 2, an illustrative example for the weighted probability distributions of six layout clips where the number of sampling points is 2 is given. In Figure 2a, the feature vector and the feature value of each clip is given.
in $z_i$ and $f_i$ column, respectively. Weights given are not normalized for simplicity. The weighted probability distributions when clip weights are given by $w_1$ and $w_t$ are shown in Figure 2b and Figure 2c, respectively.

If weighted probability distributions $D_{i,t}^+$ and $D_{i,t}^-$ are similar to each other, the ability of feature vector $z_i$ to distinguish hotspot and non-hotspot at round $t$ is expected to be low. In our proposed method, Bhattacharyya coefficient $D_{i,t}^B$ between $D_{i,t}^+$ and $D_{i,t}^-$ defined below is used to evaluate the ability of feature vector $z_i$ at round $t$:

$$D_{i,t}^B = \sum_{k \in V} \sqrt{p_{i,t}^+(k) \cdot p_{i,t}^-(k)}.$$ 

The range of $D_{i,t}^B$ is from 0 to 1. The larger $D_{i,t}^B$ is, the more similar the shapes of $D_{i,t}^+$ and $D_{i,t}^-$ are. $D_{i,t}^B$ is 1 if and only if $D_{i,t}^+$ and $D_{i,t}^-$ are identical. The ability of a feature vector is expected to be large if the corresponding $D_{i,t}^B$ is small. Let $b(t)$ be the circle index $i$ at which Bhattacharyya coefficient between distributions $D_{i,t}^+$ and $D_{i,t}^-$ is minimum. That is,

$$b(t) = \arg\min_i D_{i,t}^B.$$ 

Feature vector $z_{b(t)}$ is regarded as most effective at round $t$ in our definition, and is selected as the input for the weak classifier formed in round $t$.

### 3.2 Classifier Construction

In our proposed method, a classifier in which weak classifiers are followed by a strong classifier is formed by Algorithm 2. Let $T$ be the number of weak classifiers which is a user defined parameter.

In our method, weak classifiers are formed one by one. A weak classifier $C_{t,w}^i$ is formed at round $t$. As the input of $C_{t,w}^i$, a feature vector whose Bhattacharyya coefficient is minimum, $z_{b(t)}$, is selected. The output of weak classifier $C_{t,w}^i$ is defined according to the weighted probability distributions $D_{b(t),t}^+$ and $D_{b(t),t}^-$. The output of $C_{t,w}^i$ for layout clip $x$ is defined as follows:

$$s_i(x) = \ln \frac{p_{b(t),t}^+(k) + \epsilon}{p_{b(t),t}^-(k) + \epsilon},$$

where $\epsilon$ is a small constant and $k = f_{b(t)}(x)$. Note that $s_i(x)$ is positive if $p_{b(t),t}^+(k)$ is larger than $p_{b(t),t}^-(k)$, and negative otherwise. Also, if the ratio of difference of them is large, then absolute value is large.

The output of our proposed classifier is defined as the sum of outputs of weak classifiers.

$$s(x) = \sum_{t=1}^{T} s_i(x).$$

The classifier regards the clip as hotspot if the output value exceeds the threshold, and as non-hotspot otherwise.

Each clip weight is initially set to 1, and is adjusted according to the classification results. The weight is reduced if the clip is correctly classified in the previous weak classifier, increased otherwise. Specifically, the following weights are used: $w_1(x_m) = 1$, and $w_{t+1}(x_m) = w_t(x_m) \exp (-l(x_m)s_t(x_m))$ for all layout clip $x_m \in L$. 

![Figure 2: Weighted Probability Distribution](image-url)
Algorithm 1 \( D_{i,t}^+, D_{i,t}^- \) generation

1: \textbf{procedure} \textit{Generate Probability Distributions}
2: \hspace{1em} for \( m = 1 \) to \( M \) do
3: \hspace{2em} if \( l(x_m) = +1 \) then
4: \hspace{3em} \( p_{i,t}^+(f_i(x_m)) + = w_t(x_m) \)
5: \hspace{2em} else if \( l(x_m) = -1 \) then
6: \hspace{3em} \( p_{i,t}^-(f_i(x_m)) + = w_t(x_m) \)
7: \hspace{1em} end if
8: \hspace{1em} end for
9: \hspace{1em} Normalize \( D_{i,t}^+ \) and \( D_{i,t}^- \)
10: \textbf{end procedure}

Algorithm 2 Classifier Construction

1: Initialize the weights \( w_t(x_m) \)
2: \textbf{procedure} \textit{Feature Selection}
3: \hspace{1em} for \( t = 1 \) to \( T \) do
4: \hspace{2em} for \( i = 1 \) to \( r_{\text{max}} \) do
5: \hspace{3em} GENERATE PROBABILITY DISTRIBUTIONS \( D_{i,t}^+, D_{i,t}^- \)
6: \hspace{2em} end for
7: \hspace{2em} Find \( b_t \) which is \( i \) where \( D_{i,t}^B \) is minimum
8: \hspace{2em} Form a weak classifier by using \( D_{b_t,t}^+ \) and \( D_{b_t}^- \)
9: \hspace{2em} Update all weights of training clips
10: \hspace{1em} end for
11: \textbf{end procedure}

4. EVALUATION OF HOTSPOT DETECTION METHODS

In this section, we discuss on the evaluation of hotspot detection methods.

4.1 Dataset

In order to evaluate hotspot detection methods, layout clips with labeled either hotspot or non-hotspot are required. These layout clips are also used to train a classifier in machine learning based methods.

ICCAD2012 dataset has been often used in the evaluation for hotspot detection. The statistics of ICCAD2012 dataset are shown in Table 1. High recall rate and low false positive rate (FPR) were reported for several methods by using ICCAD2012 dataset. However, this dataset was originally developed for pattern matching contest. It contains many identical layout clips and contains few severe clips for hotspot detection. In other words, it can be classified easily, and the performance of methods reported tends to be higher than the actual performance.

While, recently, ICCAD2019 dataset was developed to evaluate hotspot detection in more severe situations. The statistics of ICCAD2019 dataset are shown in Table 2. In ICCAD2019 dataset, the training-set and test1-set consist of some of layout clips in ICCAD2012 dataset, while, the test2-set contains layout clips which are hard to classify. In practice, even a minor nanometers variation in pattern affects hotspot classification. The test2-set contains such layout clips which are near the border between hotspot and non-hotspot.

We prepared benchmark dataset, called SPIE2020 dataset, by rearranging ICCAD2019 dataset. The statistics of SPIE2020 dataset are shown in Table 3. Case1 is generated from the training-set and test1-set in ICCAD2019 dataset by excluding identical layout clips. The training-set and test1-set in ICCAD2019 dataset contain identical clips. Case1 is prepared in order to evaluate the potential of machine learning based methods for unknown layout clips. Case2 and Case3 are part1 and part2 of test2-set in ICCAD2019 dataset, respectively.
### 4.2 Evaluation

Our proposed detector is implemented by C++ programming languages, and tested on a machine with four core 4.2 GHz CPUs and 32GB memory.

Experimental results using ICCAD2012 dataset are shown in Table 4. In Table 4, “M-CPU(s)”, “CPU(s)”, “#FPs” and “Recall(%)” are the runtime for classifier construction, the runtime for prediction, the number of false positives, and recall rate, respectively. SPIE’15 and SMACD’18 are the method based on the density-encoding and the method based on convolutional neural network (CNN), respectively. The results show that high recall rate and low false positive rate (FPR) are achieved, and that our method achieves comparable performance with other methods.

In Table 5, experimental results using SPIE2020 dataset are shown. A method based on the density-encoding and a method based on convolutional neural network (CNN) are implemented. In the density-encoding based method, local densities are defined on 900 nm² regions. In the neural network based method, a network consisting of 4 convolution-pooling layers and 2 fully-connected layers is used. The results are obtained by cross-validation. In each case, layout clips are divided into three subsets, and the average on three tests by using one subset for prediction and the others for training is shown. For Case1, higher Recalls and lower FPRs are observed, and ours achieves the best performance where Recall is 96.4% and FPR is 3.2%. While, for Case2 and Case3, higher FPRs are observed for all methods. This may mean that current layout features used are not good enough to capture the lithographic phenomena effectively.

### 5. CONCLUSION

As VLSI device feature sizes are getting smaller and smaller, lithography hotspot detection and elimination have become more important to avoid yield loss. This paper proposed a feature selection method by using the probability distributions of layout features. Although our proposed method as well as conventional methods work well for ICCAD2012 dataset, the performance is not good enough for SPIE2020 dataset which includes many layout clips which are near the border between hotspot and non-hotspot. This may mean that current layout features such as density based and CCAS are not good enough to capture the lithographic phenomena effectively. However, our proposed feature selection method and classifier construction could be applied to other types of layout features. We have to analyze the lithographic phenomena to find more appropriate layout features. Hotspot detection is still challenging and significant effort is required to achieve enough yield with less design and manufacturing costs.
Table 4: Experimental Results using ICCAD2012 dataset

<table>
<thead>
<tr>
<th></th>
<th>SPIE'15</th>
<th>SMACAD'18*</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU(s)</td>
<td>#FPs</td>
<td>Recall(%)</td>
</tr>
<tr>
<td>Case1</td>
<td>7.0</td>
<td>0</td>
<td>100.0</td>
</tr>
<tr>
<td>Case2</td>
<td>351.0</td>
<td>0</td>
<td>98.6</td>
</tr>
<tr>
<td>Case3</td>
<td>297.0</td>
<td>0</td>
<td>97.2</td>
</tr>
<tr>
<td>Case4</td>
<td>170.0</td>
<td>1</td>
<td>87.0</td>
</tr>
<tr>
<td>Case5</td>
<td>69.0</td>
<td>0</td>
<td>92.9</td>
</tr>
<tr>
<td>Average</td>
<td>178.8</td>
<td>0.2</td>
<td>95.1</td>
</tr>
</tbody>
</table>

Table 5: Experimental Results using SPIE2020 dataset

<table>
<thead>
<tr>
<th>Density</th>
<th>CNN</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall(%)</td>
<td>FPR(%)</td>
<td>Recall(%)</td>
</tr>
<tr>
<td>Case1</td>
<td>64.3</td>
<td>1.9</td>
</tr>
<tr>
<td>Case2</td>
<td>83.2</td>
<td>19.4</td>
</tr>
<tr>
<td>Case3</td>
<td>86.9</td>
<td>21.6</td>
</tr>
</tbody>
</table>
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