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要旨（英文 800語程度） 
Thesis Summary （approx.800 English Words ） 

Statistical models used in machine learning are called learning machines. Learning machines are 

widely applied to the prediction of events and the discovery of knowledge in many fields. Indeed, 

machine learning has grown over the last several decades, resulting in that publications and 

applications have been rapidly increasing in recent years. In order to estimate complex structures 

of parts in the real world from examples, learning machines often have hierarchical structures or 

hidden variables. The purpose of statistical learning theory is to clarify the generalization 

performances of such learning machines. 

 

Singular learning theory is a mathematical foundation for statistical inference using singular 

models. Typical hierarchical models, such as neural networks, tree and forest models, mixture 

models, matrix factorizations, and topic models, are statistically singular since a map from a 

parameter to a probability density function is not one-to-one. Hence, almost all learning machines 

are singular models. To clarify the generalization behaviors of such models is a foundation to 

estimate sufficient sample sizes, design models, and tune hyperparameters. The conventional 

statistical theory assuming the regularity condition cannot be applied to these models because 

their likelihoods cannot be approximated by any normal distribution. Singular learning theory 

provides a general view for this problem; birational invariants of an analytic set (a.k.a. algebraic 

variety) determine the generalization error. That set is defined by zero of a Kullback-Leibler (KL) 

divergence between the data-generating distribution and the model. Algebraic structures of 

statistical models are essential in singular learning theory; thus, that theory can be interpreted as 

an intersection between algebraic statistics and statistical learning theory. 

 

One of such invariants is a real log canonical threshold (RLCT). An RLCT is a negative-maximum 

pole of a zeta function defined by an integral of a KL divergence. Determining an RLCT of a 

concrete model is performed by resolution of singularities. In fact, algebraic statisticians and 

machine learning researchers have derived the exact values or upper bounds of the RLCTs for 

several singular models. The theoretical value of the RLCT is effective in statistical model 

selection methods such as sBIC proposed by Drton and Plummer. Besides, Nagata proposed a 



tuning method using RLCTs for exchange Monte Carlo. 

 

On the other hand, from the practical point of view, the parameter region of the model is often 

restricted to improve interpretability. Non-negative matrix factorization (NMF) and latent Dirichlet 

allocation (LDA) are well-known examples of parameter-restricted singular models. In general, 

such constraints make the generalization error changed. However, for each singular model and 

condition, the quantitative effect of those constraints has not yet been clarified because the 

singularities in the above analytic set are also changed by the restriction to the parameter region. 

 

In this dissertation, in order to establish a foundation of a singular learning theory of 

parameter-restricted statistical models, we theoretically study the asymptotic behavior of the 

Bayesian generalization error in NMF and LDA, which are two typical singular models whose 

parameter regions are constrained and show the following results.  

• In NMF, the restricted parameters are on the non-negative region. We derive an upper 

bound of the RLCT and a lower bound of the variational approximation error. This 

theoretical analysis for NMF shows a phase transition structure; there is a critical line of 

hyperparameters. The Bayesian generalization error and the variational approximation 

error drastically changes beyond that line. The phase transition line we found is different 

from that of variational Bayesian NMF. That is because the variational posterior of NMF is 

different from the Bayesian posterior distribution of NMF. 

• In LDA, the constrained parameters are on the simplex region. We prove its RLCT is equal 

to that of matrix factorization with simplex restriction and clarify the exact asymptotic 

form of the generalization error, i.e. we determine the exact value of the RLCT of LDA. 

This mathematical study for LDA shows the RLCT of LDA is much smaller than that of a 

regular model whose parameter dimension is the same as LDA. Besides, when the number 

of topics increases, the RLCT monotonically and non-linearly grows but is bounded, 

whereas the parameter dimension linearly does and is not bounded. 

• These results also provide quantitative differences of generalization errors from matrix 

factorization whose parameter space is not restricted. The Bayesian generalization error 

in NMF becomes strictly larger than that of non-restricted matrix factorization when the 

entries of the true parameter matrices are zero. On the other hand, the Bayesian 

generalization error in LDA is strictly smaller than that in an LDA-like model whose 

parameter region would have no constraint. 
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