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ABSTRACT 
Social robots, conversational agents, voice assistants, and other embodied AI are increasingly a feature 
of everyday life. What connects these various types of intelligent agents is their ability to interact with 
people through voice. Voice is becoming an essential modality of embodiment, communication, and 
interaction between computer-based agents and end-users. This survey presents a meta-synthesis on 
agent voice in the design and experience of agents from a human-centered perspective: voice-based 
human–agent interaction (vHAI). Findings emphasize the social role of voice in HAI as well as 
circumscribe a relationship between agent voice and body, corresponding to human models of social 
psychology and cognition. Additionally, changes in perceptions of and reactions to agent voice over time 
reveals a generational shift coinciding with the commercial proliferation of mobile voice assistants. The 
main contributions of this work are a vHAI classification framework for voice across various agent 
forms, contexts, and user groups, a critical analysis grounded in key theories, and an identification of 
future directions for the oncoming wave of vocal machines. 

CCS CONCEPTS 
• Human-centered computing~Human computer interaction (HCI) • Human-centered computing~Sound-
based input / output • Human-centered computing~User centered design • Computing 
methodologies~Artificial intelligence   • Social and professional topics~User characteristics 

KEYWORDS 
Computer agent, computer voice, synthetic speech, voice perception, vocalics, conversational agents, 
voice assistants, robots, embodied AI, embodied agents, voice-user interface (VUI), human–agent 
interaction (HAI), human–computer interaction (HCI), human–robot interaction (HRI), human–
machine communication (HMC) 

1 Introduction 
Voice is an aural communication medium that carries sound-based information from a speaker to 

one or more receivers. As a natural phenomenon, voice has emerged over the course of human evolution 
to dominate communication. When we think of voice, we tend to think of speech: spoken language in 
the linguistic sense of words produced by the combination of vowel and consonant sounds, or phonetics 
[56]. Speech can also be non-linguistic, such as when babies coo and cats meow. But speech is only one 
aspect of voice. Voice can also transmit expressive non-linguistic information: it can signal emotion and 
affective states; it can portray social characteristics, such as gender and personality; and it can be used 
as a tool, such as when singers produce music. In nature, voice plays a key role in moderating 
interactions within and between species [73], including collaboration, such as between humans and 



animals, like dogs [73], and possibly artificial agents [56]. From this evolutionary perspective, voice is a 
fundamental feature of social interaction for and beyond people. 

The emergence of voice as a factor of experience when interacting with computers, especially ones 
that use artificial intelligence (AI), may then come as no surprise. In the past few years, a range of 
voice-based and AI-infused [5] technologies have appeared. From Apple’s Siri on the iPhone to Google’s 
Alexa and other smart speakers, these ‘virtual assistants’ that interact with people by way of voice user 
interfaces have proliferated within everyday life [89]. As computer-based agents, they follow in the 
footsteps of human–computer interaction work on social robots [17], chatbots [1], and conversational 
agents [115]. As a form of embodied AI [19], they represent an expected ‘platform convergence’ [67:48] 
between the often disparate fields of AI and human–computer interaction. From an engineering 
communication perspective, the closing gap between such agents and people is represented by the field 
of human–machine communication [68,71]. The computer science analogues are human–robot 
interaction, human–agent interaction (hereafter HAI) [104] and human-AI interaction [5]. Recent 
commercial and public strides in consumer voice-based AI systems have pushed these interrelated 
fields to the forefront of scholarship on computer voice. 

Driving research on voice is the idea that the computers of best fit are the ones most like people. 
Much of social robotics work, for instance, has explored replicating anthropomorphic forms, human 
mannerisms, and social modes of communication [17,71]. Bolstering this approach is decades of 
research showing that people tend to treat computers as if they are people, often without realizing it 
[136]. In this body of work, voice is not a new topic. Recent reviews on conversational agents [52] and 
smart devices [21] have revealed that aspects of voice are key in the design of agents. Other surveys 
have focused on detection and conveyance strategies from a technical angle: algorithms and hardware 
that ‘perceive’ various aspects of human communication [22,144], such as affect [36,59,111]), non-
semantic vocalizations [192], non-verbal cues [52], including laughter [31], and other expressive 
qualities [64]. Specific behavior change outcomes, such as for health [160], and specific populations, 
such as children [45], have also been surveyed. Yet, there is a gap when it comes to the state of the art 
on ‘the voice of the machine’ as an expressive and influential factor across different kinds of agents. We 
are motivated by a growing recognition that the creators and gatekeepers of these agents—computer 
scientists, engineers, designers, data providers, researchers, producers, managers, CEOs, and others—
have a key role to play in perpetuating or disrupting social and ethical status quos, as well as in 
conscientiously designing technologies for the ethical and social good [21,78,178,187]. 

To this end, we mapped the state of affairs in research on the perception of agent voice and its 
effects in voice-based human–agent interaction (hereafter vHAI) across a range of agent types. This 
work is a vital step toward identifying what we know (and do not know) so far, as well as developing an 
agenda for research and practice. We asked: What is the nature of agent voice and its effects in human–
agent interactions? To provide a multi-faceted answer of interest to a variety of stakeholders, we asked 
the following sub-questions: 

• Q1: What kinds of voice-based agents have been evaluated? 
• Q2: What enabling technologies have been used? 
• Q3: What characteristics of voices have been explored? 
• Q4: What measures have been evaluated? 
• Q5: What evaluation methods have been used? 
• Q6: What user groups have been included? 
• Q7: What application contexts have been explored? 
• Q8: What research designs have been used? 
• Q9: What theoretical frameworks have been used? 
• Q10: What are the major results and findings? 

We begin by describing our methods, then report and discuss the results of our search and synthesis. 
We end with trajectories for future work. The major contributions of this work are threefold: (i) a 
systematic and multidisciplinary synthesis of the state of the art; (ii) an empirically grounded 
classification framework; and (iii) a research agenda for addressing the gaps and opportunities for voice 
in human–agent interaction. 



2  Methods 
A meta-synthesis approach [75,83] was taken to survey the experimental literature on voice in HAI 

experiences. The goal of meta-synthesis is to extract mixed forms of data, including descriptive 
statistics, inferential statistics, and qualitative findings so as to describe the state of the art and 
uncover consensus, or a lack thereof. It is thus appropriate for drawing generalizations from a body of 
experimental work that may include one or both of quantitative and qualitative data [75,83], which is 
representative of vHAI research. It is also useful for uncovering the nature of the research in a given 
domain at a meta level (e.g., research designs, theoretical frameworks, etc.). We focused on 
experimental work in order to make generalizations about vHAI findings, in line with Kitchenham’s 
guidelines and protocol for engineering surveys [88]. We detail our process in 2.2. To start, we next 
define our key terms and how these affected our process. 

2.1 Defining Terms 
Some of our key terms can be defined in different ways, depending on the context or the discipline, 

while others are difficult to define in general, due to reasons such as a lack of consensus. Here we 
specify definitions for these terms and discuss any definitional and ontological issues relevant to our 
survey work. 

2.1.1 Voice and Vocalics 
We define voice as an expressive aural medium of communication. From a technical standpoint, 

voice refers to the manifestation of sound heard by a recipient and vocalized by a sender through some 
vocal mechanism [29,91,92]. Put simply, it is the ‘how’ of vocalizations [21,171]. The vocal mechanism 
has traditionally meant the vibration of human or animal vocal tracts, but since the development of 
computer-based media and related technologies, it can also include machine-based synthesis of sound. 
From a social standpoint, voice is how ‘… speakers project their identity—their “physical, psychological, 
and social characteristics”—to the world’ [92:115,97]. Voice can also be defined in other ways: 
grammatically, as in the relationship between the speaker and verb (e.g., active vs. passive voice); 
phonetically, as in speech sounds produced by vocal cords (or other mechanisms) that can be above or 
below the threshold of hearing; as a part of a musical composition; and idiomatically, as in to declare a 
position (to ‘give voice to’ an idea). However, we are strictly considering voice as the sound medium 
through which communication is expressed. 

Voice is characterized by vocalics: nonverbal paralinguistic [147] properties—tone, loudness, pitch 
(frequency), and timbre (voice quality)—and nonverbal prosodic properties—rhythm, intonation 
(variation in pitch), stress (emphasis). Since these properties can and do vary, voice is a multi-
dimensional, able to represent and relay more than just speech or language information. This can 
include emotion and affective states (e.g., valence and intensity), social signals and conventions (e.g., 
dialects and accents), social identities (e.g., personality and gender), and biological states (e.g., age and 
health) [85]. Voice does not necessarily express linguistic content or speech, i.e., words and sentences. 
For example, babbling, whistling, and vocal fillers or pauses are non-linguistic or pseudo-linguistic 
[76,150]. An important application of this is in the orchestration of dialogue and conversation to cue 
turn-taking [65]. We will continue to discuss these characterizations below. 

For this survey, we included papers that treated voice as the ‘how’ of communication. For instance, 
studies of voice-based agents that did not evaluate voice and vocalics were excluded, because they could 
not provide specific insights on human perceptions of or behavioral responses to the voice of the agent. 

2.1.2 Speech 
The terms ‘voice’ and ‘speech’ are often used interchangeably [131,145]. Yet, they refer to different, 

albeit interconnected phenomena. Speech is the linguistic content of voice, primarily comprising words 
(vocabulary, including pseudo-vocabularies and slang), grammar and syntax, and phonetics (the 
physical measurement of speech). It is the structured language of communication [145], or the ‘what’ of 
vocalizations [21,171]. Voice, then, is a1 medium of speech. In this way, speech is the content 

 
1 We use ‘a’ rather than ‘the’ due to recent innovations in brain–computer interfaces that are forecasting an alternative to voice as a medium of 
speech, with direct translation to text from neural signals [124]. But a usable communication system is still a long way off. 



represented by the medium of voice. Latinus and Belin [96] provide a clear example in overhearing a 
conversation on a noisy plane: meaningful information, such as the emotional states of the speakers, 
can be gleaned from vocal stimuli even without direct access to speech stimuli (i.e., words). However, it 
can sometimes be difficult to draw a line between voice and speech. This is especially true for pseudo-
linguistic utterances, such as vocal fillers and gibberish. Our position, in line with Read and Belpaeme 
[150], is that voice carries semantic meaning while speech carries linguistic content. From this 
perspective, the use of gibberish is an aspect of voice with content but without speech, while vocal 
fillers may occupy a liminal space, depending on the ‘filler’ used and its semantic purpose (e.g., ‘I mean 
…’ may be speech because its linguistic semantic meaning is preserved, while ‘um’ has no linguistic 
content). 

For this survey, we include work where voice is treated as an expressive medium and exclude work 
on speech and/or where voice is defined as speech. We specifically include pseudo-linguistic utterances 
when they are treated as an aspect of voice (or vocalics) and not only as speech (content). 

2.1.3 Artificial Intelligence (AI) and Artificial Agents 
Human–agent interaction involves people interacting with an embodied AI of some kind in some 

direct way. We use the term ‘HAI’ to refer to this concept, in line with its historical usage and that of a 
major international conference2. Key to this definition are the concepts of ‘embodied AI’ and ‘agent,’ 
which we will break down here. When it comes to ‘AI,’ there are many conceptualizations. According to 
Nils Nilsson, co-founder of the field of AI, consensus on a definition remains elusive, primarily because 
consensus on what ‘intelligence’ means remains elusive. Nevertheless, he proposed the following 
comprehensive definition for ‘intelligence’: ‘a quality that enables an entity [agent] to function 
appropriately and with foresight in its environment’ [139:13]. The entity (or agent) can be artificial or 
otherwise. There are no particular skills or tasks, algorithms or mechanisms, learning methods (e.g., 
machine learning) or interaction policies, technologies or devices, or form factors or morphologies 
required. Importantly, intelligence (artificial or otherwise) is a ‘quality’ that is perceived, and in HAI, it 
is perceived by people through an agent’s embodiment in the world. Embodiment is an agent’s 
situatedness within an environment (whether physical, virtual, or mixed) and its interaction with 
aspects of that environment, including itself and other agents, through its sensors and actuators [143]. 
This conceptualization is broad enough to encompass the diversity of vHAI varieties: voice assistants 
and virtual humans (embedded in various forms of computers or ‘smart’ systems and spaces, such as 
speakers, homes, and motor vehicles), conversational interfaces and agents (including chatbots), 
intelligent personal assistants, robots (social or otherwise, such as collaborative robots in industrial 
settings), voice user interfaces and speech interfaces, and virtual agents (including those in video 
games). At the same time, it is specific enough to exclude typical computer-based systems, non-
computer intelligences (i.e., people and other animals), and pseudo-intelligent agents, such as 
automatons. By taking on this conceptualization of the ‘agent,’ we can consider the factor of voice in 
human-interfacing agents in a platform-neutral way. This allows us to extend the work of specialized 
surveys with more transferable findings about the human factor in agent voice. 

2.2 Procedure 
We describe the procedure we undertook for our two-phase systematic survey and meta-synthesis of 

the literature. Our flow diagram in the PRISMA format [120] is shown in Figure 1. 

2.2.1 Eligibility Criteria 
A set of inclusion and exclusion criteria were developed based on the research question and 

Kitchenham’s [88] guidelines for selecting papers in engineering. Inclusion criteria were: full and 
complete primary studies of voice with experimental results on vocalics; a focus on perception of agent 
voice rather than detection and generation voice or control of interfaces through voice; original human 
subjects research; and peer-reviewed journal papers and proceedings-based conference papers. 
Exclusion criteria were: qualitative research, which is difficult to analyze and/or generalize in the same 
way as experimental work [34,55,146]; studies in which voice was not a primary factor; research 
designs and/or reporting of results whereby voice data was inseparable from other data; inaccessible 

 
2 http://hai-conference.net/ 



papers; papers not in English; and low quality research designs and papers (notably those lacking the 
details necessary to evaluate their eligibility). 

2.2.2 Selection Process 
Scoping searches were conducted in two phases. The selection process for each phase followed the 

same basic procedure. It began with the first author performing two rounds of review to ensure basic 
relevancy: the first round on the paper’s abstract, and the second on the content of the paper. After this, 
at least two authors reviewed the full papers and rated the quality of the research reported. The first 
and second phases differed based on the number of papers and raters involved. The differences will be 
described in turn. After establishing inter-rater reliability, one author then rated and determined final 
inclusion for all papers. Papers cited within the included papers but not found by query were assessed 
and included as found. 

In the first phase, two authors rated the papers in the third round of review. To do this, a randomly 
selected set of 20% of the papers were reviewed independently by each rater. Random.org’s Random 
Integer Set Generator was used to generate a list of random numbers corresponding to rows (one per 
paper) in the spreadsheet. Raters used an adapted version of Kitchenham’s [88] study design hierarchy 
to evaluate the papers. Specifically, it included experimental work, with true experiments or 
randomized controlled trials (RCTs) ranked highest, imperfect (not randomized, or low n) experiments 
placed second, experimental field studies placed third, and exploratory lab or field studies or 
classification studies last. Non-experimental studies, such as case studies, interviews, expert reviews, 
and survey papers, were not included. Cohen’s Kappa statistic was used to assess inter-rater reliability. 
In uncertain cases, raters discussed after completing their ratings. Values of 90% or greater were 
achieved, indicating strong agreement, according to Cohen [30]. In the second phase, the initial set of 
papers was much higher, so three authors were involved in the third round of review. Due to this, 
percentage agreement was used instead of Cohen’s (two-rater) Kappa for assessing inter-rater 
reliability. An agreement value of 85.7% was achieved across all three raters. 

2.2.3 Search Query Keywords and Totals 
All subject areas of the Ovid Inspect, Web of Science, the ACM Digital Library, IEEE Xplore, and 

Google Scholar databases were searched. The queries differed slightly based on each database’s 
requirements. Alternative term forms, such as pluralization, were considered. In the first phase (9th 
August 2019), the query keywords were: robot, AI, artificial agent, artificial intelligence, smart speaker, 
voice assistant, conversational assistant, computerized voice, voice, vocal, experience, attitude, 
acceptance, perception, affect, trust, preference, human factor, user experience, UX, human–robot 
interaction, HRI, human–computer interaction, HCI. A total of 419 papers were returned. In the first 
round of review, 151 papers (with 26 manual additions from references) were selected. In the second 
round, 76 papers were selected. After the inter-rater reliability stage and third round of review, 43 
papers were selected. In the second phase (18th December 2019), keywords were added based on 
external review of the paper: speech, embodied conversational agents, human–agent interaction. A final 
48 papers were selected. In the second phase (4th August 2020), additional keywords were included by 
recommendation of peer reviewers: voice user interface, VUI, embodied agent, intelligent agent, 
embodied conversational agent, user behavior, user study, user research. This led to a total of 510 
papers. After two rounds of review by the first author, a total of 438 were selected. After the third 
round, three raters selected a total of 102 papers. After data extraction, which involved removals and 
manual additions, a final 89 papers were selected. 

2.2.4 Data Extraction and Analysis 
Data extraction for descriptive synthesis [88] was carried out and organized by sub-question. This 

involved generating descriptive statistics for the quantitative data and identifying patterns in the 
qualitative data, specifically the research findings. For the quantitative analysis, the first author 
generated descriptive statistics for the metadata categories per sub-question, specifically counts and 
percentages comparing to the entire corpus of papers. Mean, standard deviation, median, interquartile 
ranges were generated for the participant demographics data. For the qualitative research findings 
data, patterns were extracted individually by three researchers and then collated and prioritized for 
inclusion by the first author. 



 

Figure 1. Flow diagram for the survey process using the PRISMA format. 

3 Results 
The results before synthesis are grouped by sub-question. Q1-9 are summarized in Figure 2 

(frequencies) and Figure 3 (chronology), with additional details described below (e.g., what constituted 
‘Other’ categories). Since Q10 generated qualitative results, these are summarized in-text below. All 
papers are listed in Table 1. 

3.1 Agent Types and Enabling Technologies (Q1, Q2) 
Computer voice agents (38%) and robots (48%) made up the majority of agent types, although the 

use of robots is a more recent shift (see Figure 3). Virtual characters, virtual humans, screen-based 
conversational agents, and avatars made up 25%. Smart ‘things’ (speakers, vehicles, etc.) made up 6%. 
Controls included humans (19%) and text (10%). A range of enabling technologies were used: robots, 
screen-based characters, and text-to-speech (TTS) systems. In terms of robots, 13% used the Aldebaran 
Nao robot; the rest were other commercial robots and prototypes (29%) or custom robots (12%). Seven 
used one system for comparison of different embodiment forms: Nao, Flobi, Valerie, KOBIAN, 



MobileRobots Pioneer P3AT, FACE, and Eva. In terms of virtual characters (15%), 31% used a virtual 
version of a robot and 23% created custom characters. For voice, 69% used a TTS, 22% relied on a 
human actor/recording, and one study used sounds as a comparison. The most common TTS’s were the 
CSLU ToolKit (6%) and Amazon Polly (6%). The DECTalk Express V2.4C, MacOS TTS, and Festival 
Speech Synthesis were used three times each. IBM Watson, Voicery Speech Synthesis, Microsoft Mary, 
Neospeech Katie, and Loquendo TTSwere used twice each. 19% used a custom TTS. For 15% of papers, 
the nature of the voice used was not reported, and for 9%, the nature of the human voice used (e.g., a 
live actor or a recording, or a human-recording-based TTS) was not disclosed. 

In short, there is little diversity in agent type, but great diversity in the enabling technologies. 
Notably, few projects included smart ‘things,’ such as smart speakers, smart TVs, and smart vehicles. 
Of these, three were vehicles and two were speakers, pointing to a limited focus on the kinds of ‘things’ 
possible. None involved the most common options on the market today: Siri, Alexa, and Google 
Assistant. However, there is also a lot of information missing (in total, a gap of 30%), limiting our 
ability to draw firm conclusions. 

3.2 Voice Characteristics, Measures, and Measurement (Q3, Q4) 
The most common characteristics studied were anthropomorphism, i.e., ‘natural’ human-like versus 

synthetic (33%), gender (29%), and affect (20%). About 12% of studies considered each of pitch, accent, 
and personality. 12% considered other characteristics, such as quality of synthetic voices, 
personalization of the content, and conversational style. 6% of studies considered age and 7% 
considered vocal fillers. In the last five years, anthropomorphism, affect, gender, and personality have 
emerged as key factors (see Figure 3). 

A variety of measures were used to evaluate these characteristics and their effects, which can be 
roughly divided into perceptions of and attitudes and effects on the user. Most measures (40%) were 
unique, i.e., not found in other studies. The most common were likeability (34%), in which interest has 
fluctuated over time (see Figure 3), anthropomorphism (24%), trust (19%), intelligence or competence 
(18%), affect (16%), social presence (15%), and usability, which includes understandability (15%). All 
have surged in popularity after 2016 (see Figure 3). Examples of unique measures include stress, 
leadership, source of the voice, similarity to the user, gender-stereotyped attributes (e.g., 
assertiveness), compliance, social skillfulness, honesty, and self-confidence. Most of these were 
associated with the type of agent, task, and/or context, such as improving the user’s self-efficacy, 
approach distances for social robots, willingness in the user to disclose personal information, perceived 
obligation to speak, and performance in cooperative tasks. In short, there were a vast range of 
measures uncovered across papers, making it difficult to summarize or draw consensus. 

Almost all studies used questionnaires to gather self-reports and other subjective data from 
participants. 62% used original instruments developed by the authors, while 63% used validated 
instruments; 19% used a combination. There was a mean Cronbach’s α of .84 (SD = .07); the lowest α 
was .53 [170]. 52% of papers did not provide this or another measure of internal consistency. Metrics 
based on system records or quantified observations were collected in 35% of cases. Manipulation checks 
were performed in 36% of papers. 

3.3 Evaluation Methods (Q5) 
Four key evaluation methods were identified. 13% of studies used an autonomous setup, involving a 

fully working system with no experimenter involvement and the interaction left up to the participant; 
use has been steadily increasing since 2014 (see Figure 3), in line with advances in technology. 24% of 
studies used a semi-autonomous setup, involving a working but limited system, such as script-based, 
pre-recorded, or interactive simulations. 27% used a Wizard of Oz setup [37], where an actor controlled 
the agent and/or spoke for the agent in realtime. 33% used scenarios, which could be video, audio, or 
static image of a scene or sample, often used for classification studies. 4% did not specify the evaluation 
method or provide enough detail for it to be determined. While there has been some fluctuation, all 
have experienced increase use since about 2016 (see Figure 3). 



3.4 User Groups and Application Contexts (Q6, Q7) 
Out of a grand n of 7888, the largest user group was college or university students (54%), with the 

next being adults in the general population (39%). 8% included children and 1% included older adults. 
Eight studies featured dyadic user groups, specifically adults and children or adults and students. The 
average age was 25.4 (SD = 5.5). 3025 men and 3331 women were identified, with 1532 unidentified, 
and 19 classified as ‘other’; a t-test did not find a significant difference between the total number of men 
and women. In summary, while there appears to be gender parity across studies, there was an 
overreliance on young adult students. 

Application contexts were instruction (34%), conversation (19%), classification (18%), and service 
tasks (16%). The uses of instruction and classification contexts have fluctuated over time but have 
experienced a resurgence since 2016 alongside most other contexts (see Figure 3). Conversation, in 
particular, has recently experienced as surge in use since 2017, in line with a renewed focus on 
conversational user interfaces (CUIs) at large. Other contexts included watching videos, being 
persuaded, experiencing different life scenarios, approaching an agent in a space, and exploration of an 
environment. From an ecological validity perspective, most studies involved some kind of realistic 
context, e.g., education, conversation, driving. A variety were employed, representing different 
situations in which voice may be an important factor. Yet, this diversity does not make for easy 
generalizations. One exception is the instruction context (comprising 40% of studies surveyed), where 
the voice-based agent provided some kind of description or explanation. 

3.5 Research Designs (Q8) 
37% of studies used a true experiment or randomized controlled trial (RCT) design involving 

hypotheses, one or more controls, and randomized allocation of participants to groups. 37% used 
imperfect or quasi-experimental designs, such as those without random assignment or with low 
participant numbers. There were two field experiments and 14 (16%) exploratory lab or field 
experiments or classification studies. 

3.6 Theories and Conceptual Models (Q9) 
The majority did not reference any theory or conceptual models (46%), making it is unclear how to 

position the findings of most studies. This was true even for experiments that had hypotheses: about 
30% did not reference theory. Most theories related to the social perception of agents, especially their 
anthropomorphism: Computers Are Social Actors (27%) followed by the Uncanny Valley theory [123] 
(21%), and social agency theory (12%) [109]. Others related to voice: the voice principle/effect (8%) [8], 
Tannen’s theory of conversational style [175], Brennan and Hulteen's conversational feedback model for 
voice agents [18], and the theory of doubly disembodied language [101]. Others were specific to the 
voice characteristics and measures. For personality, the ‘Big Five’ or five-factor model of personality 
[112]. For acceptance, the Technology Acceptance Model (TAM) [41], Social Identity Theory [173], and 
similarity-attraction theory [133]. For trust, Mayer’s model [110]. For anthropomorphism, the Three-
Factor Theory of Anthropomorphism [48]. For affect, Russel’s model of valence–arousal [155]. For 
cognition, cognitive load theory [172]. For behavior, the Theory of Planned Behavior [4], and Hall’s 
social zone distances [72]. The theories and conceptual models cited do not necessarily represent all 
models or even the key models in the extant literature. While there is great diversity, most of these are 
based on human models developed in other disciplines and applied to the case of agent voice. 

3.7 Findings (Q10) 
We group the findings by voice characteristic or factor of vHAI experience. 

3.7.1 Gender 
People tended to react to voice gender in line with stereotypes. When vocal gender markers were 

present, Chita-Tegmark et al. [28] found that participants applied gender stereotypes to robots. 
Similarly, McGinn & Torre [114] found that participants perceived mechanical voices as masculine and 
‘round’ voices as feminine. Lee et al. [99] found that masculine voices were rated as more persuasive, 
socially attractive, and trustworthy than feminine voices, confirming stereotypes. Similarly, Nass et al. 



[134] found that masculine synthetic voices were rated more friendly and competent than feminine 
ones. They also found that the voice was better received when its gender matched stereotypical 
expectations for gendered speech content. Stereotypes were also confirmed by Lee et al. [102] with 
‘informative’ masculine and ‘social’ feminine voice agents. Masculine synthetic voices were rated as 
more favorable and persuasive than feminine synthetic voices in a study by Mullennix et al. [126]. 
Lubold et al. [106] found that social presence was rated higher when the perceived gender of the robot 
and its voice matched. In contrast, Lee & Nass [100] found that perceived gender did not affect ratings 
of social presence. Tay et al. [176] found that a healthcare robot with a feminine, extraverted voice and 
a security robot with a masculine, introverted voice were rated highly, although gender was not as 
strong as personality in terms of role matching. In contrast, Dou et al. [44] found that masculine agents 
were considered more suitable for shopping and the home, while feminine and masculine voices were 
rated appropriate for education. 

In terms of assigning gender, there appears to be a male/masculine bias across age groups, as well as 
an effect of providing limited gender categorization options. Walters et al. [186] found that a robot was 
labeled either neutral or male. Similarly, Sandygulova & O’Hare [157] found that children, in 
particular younger children aged 5-8, misattributed a male gender to a feminine-voiced robot. Baird et 
al. [10] found that most voices were accurately categorized by gender, except for a male German voice 
(rated 73.9% masculine). They also found that it was least humanlike, suggesting a link between 
gender and anthropomorphism. In a later study, Baird et al. [9] found that raters did not agree on 
assignments of gender after they revised their assignment options to include a non-binary gender. This 
was especially true for the feminine Japanese voice, which was also rated as least humanlike, 
reinforcing the link between gender and anthropomorphism. 

Preference for voice varied. In several studies [50,51,99,157], same gender robots were preferred. 
Although there were individual differences, Chang et al. [24] found that robots with feminine, 
extroverted voices were most liked and preferred in general. Niculescu et al. [138] found that higher-
pitched voices were more likeable and perceived as extraverted, especially for men. Behrens et al. [13] 
found that the masculine voice was perceived as friendlier and more trustworthy, and a better fit for 
Nao. Cambre et al. [21] found that masculine voices received the highest ratings regardless of 
participant gender. 

The role of participant gender on behavioral outcomes varied. It was not a factor in the experience of 
a persuasive robot [26]. However, Zanbaka et al. [197] found that men were persuaded by female-voiced 
virtual characters and vice-versa. Similarly, Siegal et al. [165] found that men were more likely to 
donate to a robot with a feminine voice, which was seen as more credible, trustworthy, and engaging; 
for women, there was no difference. Behrens et al. [13] found that the masculine voice for Nao led to 
participants being more willing to ask ‘him’ for help. In contrast, Evans & Kortum [49] found that 
disclosures were not affected by voice gender. Donahue & Scheutz [43] found that women who 
experienced an affective voice or physical version of the agent in a cooperative situation switched 
attention more than men. Lubold et al. [106] found that women felt greater rapport with and persisted 
in helping a robot more than men, regardless of the robot’s perceived gender. Although perceptions 
varied based on perceived gender, Mullennix et al. [126] found that persuasiveness did not. Nass et al. 
[135] found that a feminine voice elicited more disclosures than a masculine one, regardless of 
participant gender. Yu et al. [195] found that masculine voices led to longer disclosures, while feminine 
voices reduced the question skip rate. Stern et al. [169] found that men perceived humanoid voices as 
softer, and women rated them as more convincing. 

In summary, stereotypes and biases appear to have been at play. Matching gender of voice and 
participant was best, in general. Yet, methodological and conceptual issues related to gender categories 
appear to have affected results. Even so, over time, a preference for feminine, extraverted voices has 
emerged. 

3.7.2 Anthropomorphism, Humanlikeness, and Natural vs. Synthetic Voices 
Human voices were rated more likeable than synthetic voices overall [50,63,130,170,182,190,191], 

but there was some nuance. Feelings of trust were greater for a human voice in [190], and if 
participants were not familiar with robots, social presence and attraction rates were also higher. Eyssel 
et al. [51] found that the effect was increased when the gender of the agent and participant matched. 



Chérif & Lemoine [25] found that human voices elicited greater social presence compared to synthetic 
voices in a website, but there was no effect on perceived trustworthiness. Chiou et al. [27] found that 
the human voice was the most trusted and engaging, and human as well as high-quality synthetic 
voices were most credible. Craig & Schroeder [32] found that human and modern TTS’s were superior 
to older TTS’s in terms of perceived credibility and engagement. In contrast, Davis, Vincent & Park [42] 
found that weak-prosodic human voices were superior to a modern TTS in terms of credibility and 
engagement, while a strongly prosodic human voice was less engaging, perhaps because it was 
perceived as exaggerated. Qiu & Benbasat [148] found that a human voice elicited greater feelings of 
social presence, trust, and enjoyment. McGinn & Torre [114] found that humanoid voices were 
preferred for all robots except G5. Atkinson et al. [8] also found that human voices were rated more 
positively. Mullennix et al. [126] found that feminine synthetic voices were less pleasing and persuasive 
than their human counterpoints. In Tsiourti et al. [183], mismatching the affective vocal expression of a 
robot and its physical reaction and the socio-emotional context lowered its likeability and believability 
as human-like. In a comparison study, Baird et al. [10] found that different humanoid voices were rated 
at different levels of humanlikeness; the German male voice was rated the least humanlike. Cambre et 
al. [20] similarly discovered that while non-TTS voices were preferred, the relative humanlikeness of 
the voice could not be used to determine the best voice for long-form content. They concluded that ‘the 
variation … between how voices ranked … underscores that no single metric is sufficient for evaluating 
long-form speech’ [20:9]. 

Matching rather than mixing factors of voice and body appears to matter. McGinn & Torre [114] 
found that participants were only able to match the voice of one robot, the PR2, to its body. Sarigul et 
al. [158] found that people were quicker to assign a robot voice to a robot image, rather than a human 
voice to a robot image. Gong & Lai [62] found that mixing a human voice with a TTS at the same time 
led to poorer performance, even though people thought that they had performed better and found that 
version of the system easier to use. In a novel approach to exploring perceived embodiment, Mara et al. 
[107] had participants draw the body based on the voice, finding that humanlike voices were given ears, 
eyes, and noses, and synthetic voices were given wheels. 

Humanlike and highly anthropomorphic voices sometimes had behavioral effects. Walters et al. 
[186] found that a robot’s humanoid voice drew people in closer compared to a synthetic one, and in fact 
drew people closer than a real human did. Atkinson et al. [8] found that in lab and in the field student 
performance improved with a human voice, although understanding and perceived difficulty were not 
affected. In contrast, Stern et al. [169] found there was no effect on persuasiveness of humanoid or 
synthetic speech. Similarly, Abdulrahman et al. [2] found that human and synthetic voices were 
equally good at reducing feelings of stress. In their respective studies, Davis, Vincent & Park [42] and 
Chiou et al. [27] found that there was no difference for learning measures. Sims et al. [166] found that 
when viewing a robot needing assistance, people were more likely to give commands when it had a 
synthetic voice rather than a human voice, suggesting that the voice could mediate whether people 
treat a robot as a capable human or a machine that needs direction. Other work indicates that agent 
having a visible body was key. Nass et al. [135] found that a synthetic voice performed worse than the 
text-based version at eliciting disclosures from participants. Similarly, Rosenberg-Kima et al. [153] 
found that a visual avatar was more effective at influencing young female students’ views of 
engineering than a humanoid voice alone. Craig & Schroeder [32] found no differences between human 
and modern TTS in terms of learning outcomes, but bother were superior to older TTS’s. 

In summary, humanoid voices are preferred and more effective than synthetic voices. There is also 
some evidence that modern synthetic voices are reaching the level of human voices, but more work is 
needed. 



 
 

 

 

  

  

  

Figure 2. Bar graphs showing quantitative summary of results for Q1-9. 



 

 

 

 

 

Figure 3. Line graphs showing chronological quantitative summary of results for Q1, Q3, Q4a, Q5, 
and Q7. 



Table 1. The surveyed papers at a glance, listed in alphabetical order, then by date. 

 

Citation 

Year # of 
Exp. 

Total 
n Types of Agents Comparison Characteristics 

ID    Com. 
Voice 

Virt. 
Char. 

Smart 
Thing Robot Hum. Text Gend. Age Acce. Anth. Pitch Perso. Affect Filler 

49 Abdulrahman et al. [2] 2019 1 118  •        •     

1 Andrist et al. [6] 2015 2 32    •     •      

50 Atkinson et al. [8] 2005 2 90  •   •     •  •   

51 Baird et al. [10] 2017 1 23 •      • • • •     

52 Baird et al. [9] 2018 1 23 •      • •  •     

53 Behrens et al. [13] 2018 1 80    •   •        

54 Bhagya et al. [14] 2019 1 32 •            •  

2 Bracken et al. [15] 2004 1 134 •     •         

3 Braun et al. [16] 2019 1 55   •         •   

55 Cambre et al. [20] 2019 1 1090 •    • • •   •     

4 Cao et al. [23] 2019 1 32    •     •      

5 Chang, Lu, & Yang [24] 2018 1 226 •      •     •   

56 Chérif & Lemoine [25] 2019 1 640  •        •     

6 Chidambaram et al. [26] 2012 1 32    •       •    

57 Chiou, Schroeder & Craig [27] 2020 1 89  •   •     •     

7 Chita-Tegmark & Scheutz [28] 2019 3 494    • •  •      •  

58 Craig & Schroeder [32] 2017 1 140  •        •     

8 Creed & Beale [33] 2008 1 68  •         •  •  

9 Crowell et al. [35] 2009 1 44 •   •   •        

59 Dahlbäck et al. [38] 2001 1 79 •        •      



 

Citation 

Year # of 
Exp. 

Total 
n Types of Agents Comparison Characteristics 

ID    Com. 
Voice 

Virt. 
Char. 

Smart 
Thing Robot Hum. Text Gend. Age Acce. Anth. Pitch Perso. Affect Filler 

60 Dahlbäck et al. [39] 2007 1 96 •        •      

61 Davis, Vincent & Park [42] 2019 1 172  •        •     

10 Donahue & Scheutz [43] 2015 1 55  •  •         •  

62 Dou et al. [44] 2020 1 36    •   • •  •     

63 Elkins & Derrick [46] 2013 1 88  •     •     •   

64 Evans & Kortum [49] 2010 2 303 •      •     •   

11 Eyssel et al. [50] 2012 1 58    • •  •   •     

12 Eyssel et al. [51] 2012 1 58    •   •   •     

13 Ghazali et al. [60] 2019 1 18    •         •  

14 Goble & Edwards [61] 2018 1 67    •          • 

65 Gong & Lai [62] 2003 1 24 •              

15 Gong & Nass [63] 2007 2 160  •   •     •     

16 Hennig & Chellali [74] 2012 1 63 •         •   •  

17 Hoegen et al. [77] 2019 1 30   •        •    

18 James, Watson & MacDonald [82] 2018 1 120    •         •  

66 Jeong, Lee & Kang [84] 2019 1 26 •             • 

67 Kim, Goh & Jun [87] 2018 1 20  •    •         

68 Komatsu et al. [90] 2011 1 20 •   •         •  

19 Krenn, Schreitter, & Neubarth [93] 2017 1 91 •        • •     

20 Lazzeri et al. [98] 2018 1 25  •  • •        •  

21 Lee & Nass [100] 2003 2 152 •           •   



 

Citation 

Year # of 
Exp. 

Total 
n Types of Agents Comparison Characteristics 

ID    Com. 
Voice 

Virt. 
Char. 

Smart 
Thing Robot Hum. Text Gend. Age Acce. Anth. Pitch Perso. Affect Filler 

22 Lee, Nass, & Brave [99] 2000 1 48 •      •        

23 Lee, Ratan, & Park [102] 2019 1 158   •    •     •   

69 Lee, Sanghavi, Ko & Jeon [103] 2019 1 12 •   •        •   

24 Lubold, Walker & Pon-Barry [106] 2016 1 48    •       •    

70 Mara, Schreibelmayr & Berger [107] 2020 1 165 •    •     •     

25 McGinn & Torre [114] 2019 1 90 •   • •  •  • •     

71 Mendelson & Aylett [116] 2017 2 147  •        •   •  

72 Moreno et al. [122] 2001 4 235  •    •         

26 Mullennix et al. [126] 2003 1 195 •      •   •     

27 Nass et al. [130] 2001 1 56 •    •  •   • •  •  

28 Nass et al. [135] 2003 1 100 •     • •        

73 Nass et al. [132] 2005 1 40   •          •  

29 Nass, Moon, & Green [134] 1997 1 40 •      •        

74 Niculescu et al. [138] 2011 1 28    •       • •   

30 Niculescu et al. [137] 2013 1 28    •       •  •  

75 Ohshima et al. [140] 2015 1 27    •          • 

76 Ohta et al. [141] 2014 1 24  •            • 

77 Qiu & Benbasat [148] 2009 1 168 • •    •         

78 Read & Belpaeme [149] 2012 1 42    •       •    

31 Read & Belpaeme [150] 2015 1 29    •       •  •  

32 Rosenberg-Kima et al. [153] 2007 1 89 • •     •        



 

Citation 

Year # of 
Exp. 

Total 
n Types of Agents Comparison Characteristics 

ID    Com. 
Voice 

Virt. 
Char. 

Smart 
Thing Robot Hum. Text Gend. Age Acce. Anth. Pitch Perso. Affect Filler 

33 Rosenthal-von der Pütten et al. [154] 2016 1 130  •  •  •    •     

34 Sandygulova & O'Hare [156] 2015 1 64    •   • • •      

35 Sandygulova & O'Hare [157] 2018 1 107    •   • •       

79 Sarigul et al. [158] 2020 1 17 •   • •     •     

36 Shamekhi et al. [161] 2018 1 40 •              

80 Shi et al. [162] 2018 1 24  •    •       •  

81 Shibata et al. [163] 2012 2 64    •       •    

82 Shiwa et al. [164] 2008 1 38 •   •          • 

83 Siegal et al. [165] 2009 1 134    •   •        

84 Sims et al. [166] 2009 1 96    •      •     

37 Stern et al. [169] 1999 1 193 •    •     •     

38 Stern et al. [170] 2006 2 400 •    •     •     

39 Tamagawa et al. [174] 2011 2 111 •   •     • •     

85 Tay, Jung & Park [176] 2014 1 164    •   •     •   

40 Torre et al. [179] 2018 3 274 •   •     •      

86 Torrey, Fussell & Kiesler [180] 2013 1 77    • •          

41 Trovato et al. [182] 2017 1 60  •  •      • •    

42 Tsiourti et al. [183] 2019 1 30    •         •  

43 Vannucci et al. [184] 2018 2 30    • •        •  

44 Walters et al. [186] 2008 1 58    • •  •   •     

87 Wigdor et al. [189] 2016 1 26    •          • 



 

Citation 

Year # of 
Exp. 

Total 
n Types of Agents Comparison Characteristics 

ID    Com. 
Voice 

Virt. 
Char. 

Smart 
Thing Robot Hum. Text Gend. Age Acce. Anth. Pitch Perso. Affect Filler 

45 Xu [190] 2019 1 110    •      •     

46 Yarosh et al. [191] 2018 1 114   •         •   

47 Yilmazyildiz, Verhelst & Sahli [193] 2015 5 99 •   •     •  •  •  

88 Yu et al. [195] 2019 1 30  •    •         

89 Zaga et al. [196] 2016 1 18    •           

48 Zanbaka et al. [197] 2006 1 138  •   •  •        

 Range, Mean, or Count 24 
yrs 110 7888 34 22 5 43 17 9 26 5 11 29 12 11 18 6 

 Percentage    38% 25% 6% 48% 19% 10% 29% 6& 12% 33% 13% 12% 20% 7% 



3.7.3 Vocal Fillers 
The use of vocal fillers appeared to be influential at times. Wigdor et al. [189] found that vocal fillers 

increased children’s perceptions of a robot’s humanlikeness, responsiveness, and agency. They also 
found that children’s heart rates increased when vocal fillers were used, a possible measure of 
engagement. Torrey et al. [180] found that people responded the same to humans and robots when 
robots used hedges and discourse markers like vocal fillers. It also increased perceptions of politeness, 
but only for the robot. Ohshima et al. [140] found that vocal fillers influenced speaking obligation, 
reduced feelings of awkwardness, and increased perceptions of sincerity. Additionally, less socially 
skilled people perceived greater levels of sincerity when fillers were present. Shiwa et al. [164] found 
that vocal fillers were preferred for a robot. Ohta et al. [141] found that pauses and silences added at 
natural breaks within sentences improved comprehension of the information presented by an agent as 
well as the naturalness of the agent’s voice. In contrast, Jeong et al. [84] found that likeability when 
vocal fillers were used depended on the context, specifically better for social situations rather than in a 
service context. In general, it seems that vocal fillers improve experience with agents. 

3.7.4 Affect and Emotion 
Findings suggest that expectations about human vocal affect apply to agents as well. Chita-Tegmark 

et al. [28] found that participants were able to rate the emotional intelligence of vocal robots with the 
same accuracy as when rating humans. Yilmazyildiz et al. [193] found that this depended on the 
quality of the TTS. Age may also be a factor; Read & Belpaeme [149] found that while children 
perceived emotion in non-linguistic utterances, there was little consensus on what emotion was 
perceived. Additionally, pitch played no role in affect assignment. James et al. [82] found that 
empathetic voices led to considerations of the agent as empathetic and was preferred. Niculescu et al. 
[137] found that affect was more appealing. Yilmazydiz et al. [193] found the highest scores when voice 
affect and facial expression matched. Creed & Beale [33] found that audio expressions were harder to 
rate than visual ones for a conversational therapist agent. Expressive voices were perceived as more 
effective communicators in a study by Hennig & Chellali [74], but neutral voices were more socially 
relatable. Nass et al. [130] found that voice affect needs to match the emotional tone of the content, 
unless credibility is important, in which case a mismatch is best. An exception is the work of Mendelson 
& Aylett [116], which showed a contradiction between voice-only and avatar conditions. The 
correlations between irritated voices and feelings of positivity and calmness disappeared for the voice-
only condition. Relatedly, Komatsu et al. [90] found that people were better at assigning positive and 
negative affect to sounds attributed to a computer rather than the AIBO dog robot and a Lego 
Mindstorms robot. 

Some behavioral effects were found. Donahue & Scheutz [43] found that affect increased the amount 
of participant utterances in a cooperative task, which continued after affect was removed. Niculescu et 
al. [137] found that the use of empathy increased participants’ feelings of confidence. Bhagya et al. [14] 
found a relationship between proxemics and affect similar to human patterns, e.g., a happy voice drew 
people in. Nass et al. [132] found that when a smart car voice matched the participant’s mood, the 
participant had fewer accidents and paid more attention to the road, and spoke more with the car. Shi 
et al. [162] found that a waveform embodiment of voice produced fewer facial expressions in the 
participant, although there was no difference in cognitive engagement compared to avatar and text 
versions. 

In summary, affect is a key factor that can impact perceptions of the agent and human behavior. 
Matching the content or speech appears to be important. The humanlikeness of the agent’s body may 
also be a factor in perceiving voice affect and its relevance, but more work is needed on a variety of 
embodiments. 

3.7.5 Accent and Dialect 
People seem to be able to accurately perceive accents and dialects through agent voice, and this can 

have effects on perceptions of the agent in general and the participant’s behavior. In general, this 
aligns with human models and stereotypes. Krenn et al. [93] found that an agent with the Austrian 
standard accent was perceived as more educated, trustworthy, competent, polite, and serious compared 
to one with the dialectal accent, which was perceived as more natural, emotional, relaxed, open-



minded, humorous, and aggressive. Moreover, the colloquial accent fell somewhere in between on 
ratings. Similarly, Dahlbäck et al. [38] found that matched accents led to more disclosures of a socially 
undesirable nature as well as perceptions of sociality in the agent. This was confirmed in a later study 
[39], where they also found that participants rated the information quality higher when accents 
matched. Sandygulova & O’Hare [156] found that Irish children preferred the voice agent with a UK 
accent. Tamagawa et al. [174] found that US accents were perceived as more robotic by New 
Zealanders, who preferred UK accents and rated New Zealand accents highest in terms of perceived 
robot ability and higher affect. Stereotypically trustworthy-sounding accents in the UK were rated as 
more trustworthy in an agent, and greater disappointment resulted for these voices compared to those 
with stereotypically untrustworthy-sounding accents when the trust was broken in a game [179]. 
Yilmazyildiz et al. [193] found that the use of gibberish did not obscure the origin of the language. In 
two studies, Andrist et al. [6] showed that the amount of speech was linked to preference for the 
standard or local dialect: when the robot had more to say, participants preferred the local dialect, and 
vice versa with less speech. 
3.7.6 Paralinguistic Cues, Prosody, and Speech Style 

Paralanguage can provide important cues that reinforce or disrupt other voice characteristics. 
Ghazali et al. [60] found that facial expressions resulted in higher social agency scores compared to 
voice alone. Lazzeri et al. [98] found that, regardless of virtual avatar or robot, ‘muted’ facial 
expressions without vocalizations were confusing. Read & Belpaeme [150] found that nonverbal 
utterances conveyed classifiable emotion. The use of vocal fillers increased social presence in a study by 
Goble & Edwards [61]. However, Cao et al. [23] found that vocal fillers were perceived as a sign of lack 
of fluency rather than human-like hesitation. Read & Belpaeme [150] found a ‘magnet effect,’ where 
small differences in expression of nonverbal utterances were unconsciously ignored by participants in 
favor of classifying the affective quality of the utterances in line with basic emotions. 

Pitch was a key paralinguistic feature. Lubold et al. [106] found that social presence was rated 
higher when the body and voice matched in terms of pitch. Niculescu et al. [137] found that high pitch 
in a robot voice was perceived as appealing, extroverted, socially skillful, and similar to the user. 
Chidambaram et al. [26] found that modulating the pitch of the robot’s voice in tandem with behavioral 
cues, such as gestures, resulted in increased compliance with its suggestions. Elkins & Derrick [46] 
found that higher pitched voices lowered perceptions of trust in the agent, but only at the beginning; 
the effect flattened out over time. Shibata et al. [163] found that participants did not change their own 
pitch when speaking with a higher or lower pitched robot, although they liked the higher-pitched robot 
more. Niculescu et al. [138] found that higher-pitched robots were better liked and seen as extraverted, 
though there was no effect on perceived usefulness. 

The style of speech as expressed through voice can also influence perceptions of the agent. Bracken 
et al. [15] found that praise from an agent led to higher niceness scores, but a text-only version led to 
higher perceived intelligence. Yarosh et al. [191] found no effect of personalizing (i.e., referring to the 
user by name) for children. Yilmazydiz et al. [193] found that using gibberish, rather than semantic 
content, is acceptable. Similarly, Zaga et al. [196] found that intent expressed through gibberish was 
more recognizable to children than non-linguistic utterances (85% versus 20%). Children also complied 
less to non-linguistic utterances, while there was no difference between gibberish and a soundless 
condition. 

In summary, higher-pitched voices appear best, but matching voice to other features, such as 
affective content, as well as personalities, and avoiding too highly pitched voices, is important. 

3.7.7 Personality 
Matching personality to the participant as well as features of the voice and agent role were best. 

Braun et al. [16] found that matching participant and driving assistant personalities was more liked 
and trusted compared to mismatched personalities. Hoegen et al. [77] found that participants with 
‘high consideration’ conversation styles perceived a matching agent to be more trustworthy, while those 
with ‘high involvement’ conversation styles were indifferent. Lee & Nass [100] found that social 
presence was higher in introvert/extrovert-matched voice agents, though extroverted participants gave 
higher social presence ratings regardless. Niculescu et al. [138] also found that introverted participants 
liked a robot with a lower-pitched voice better than one with a higher pitch. Similarly, Tay et al. [176] 



found that personality matches led to better outcomes than gender matches. In contrast, Creed & Beale 
[33] found that a happy conversational therapist agent was most engaging, and mismatching 
personalities did not cause confusion or increase cognitive load. Niculescu et al. [137] found that the use 
of humor was more appealing and increased perceptions of the robot’s social skills, while not affecting 
trustworthiness. In contrast, Evans & Kortum [49] found that voice personality did not affect rate of 
disclosures. Since there appear to be no ill effects, matching personalities is safest. 

3.7.8 Morphology and Medium 
The body matters for the voice of the agent. Yilmazyildiz et al. [193] found that matching the ‘size’ 

implied by pitch and the actual size of the body mattered, such as by matching a low pitched voiced 
with a large body. Xu [190] found that the use of gestures increased feelings of intimacy and interest. 
Crowell et al. [35] found that the voice having a body increased perceptions of its friendliness, while 
Shamekhi et al. [161] found the same for social presence. Stern et al. [170] found that voice source 
mattered, with human-as-source of a humanoid voice rated more highly than one with a synthetic 
voice; however, there was no difference for computer-as-source. Similarly, Trovato et al. [182] found 
that non-humanoid voices were judged inappropriate for non-humanoid robots. However, Gong & Nass 
[63] found that matching human-human and humanoid-humanoid in voice and face (through an avatar) 
mattered, especially for women. Zanbaka et al. [197] found that virtual human and non-human 
characters given a human voice were rated more bold than real humans and their real voices. Lee et al. 
[103] found that a conversational robot elicited greater impressions of intimacy, competence, and 
warmth than a voice agent. In contrast, Kim, Goh & Jun [87] found that voice was superior to text in 
terms of helpfulness and self-validation for a banking chatbot. Tsiourti et al. [183] found that 
mismatching affective expressions in body and voice led participants to perceive the robot as less 
intelligent or unable to express emotions properly. 

Behavioral impacts were also found when the voice had certain bodies. Donahue & Scheutz [43] 
found that the presence of a robot body increased the amount of utterances in a cooperative task. 
Bracken et al. [15] found that the text condition led to increases in perceived ability and intrinsic 
motivation compared to voice alone. Moreno et al. [122] found that a voice agent increased learning 
transfer, retention, and interest in learning materials for middle schoolers and undergraduate students 
compared to text alone. Evans & Kortum [49] found that people disclosed more to a voice agent than in 
a web-based survey. Vannucci et al. [184] found that the voice-only condition resulted in quicker 
reactions to the agent’s calls to action. Sometimes both positive and negative results were found. 
Shamekhi et al. [161] found that group interaction was improved with the use of a body, but group 
decision making was not. Similarly, Rosenthal-von der Pütten, Strasmann & Kramer [154] found that 
varying the medium—robot, avatar, voice agent—and naturalness of the voice—recorded or synthetic—
had no effects on performance measures in a second language learning context. Tsiourti et al. [183] 
found that mismatching voice and body led to confusion and lower accuracy scores for evaluating the 
robot’s emotion. 

In summary, adding voice to body conscientiously can be effective, or at least have no ill effects. Still, 
the variety of bodies explored for agent voice is limited, a point we will explore below. 

4 Synthesis and Discussion 
In 89 papers over 24 years, interest in voice has waxed and waned, remaining an important but 

understudied factor in HAI. Following the emergence of commercial voice assistants, like Siri and 
Alexa, there has been a recent sharp uptick in published work. We call this the ‘vocaloid shift’ (Figure 
4) and use it as a tool for contextualizing our findings over time. We begin by presenting a classification 
framework for vHAI to guide discussion of our synthesis and findings. We then present and discuss our 
synthesis of results across sub-questions and quantitative and qualitative data [75], illuminating foci, 
patterns of findings, and limitations. We structure our findings in terms of theory, method, technology, 
design, and knowledge. We then consider the link between voice and body. We end with a research 
agenda for advancing vHAI work. 

 



 

Figure 4. Recent interest in agent voice along with a surge in commercial voice assistants indicates 
a ‘vocaloid shift’ starting in 2018 and projected to continue from 2020 onwards. 

4.1 A Classification Framework for vHAI 
The surveyed papers provide a rich tapestry of the key factors in vHAI. We begin by distilling these 

factors into a high-level classification framework for vHAI experiences, illustrated in Figure 5. 
The agent and the person are situated within a context, comprised of activities as well as the space 

in which those activities occur. The ability of the agent to interact here renders it embodied [11]. The 
person perceives the agent through its voice and the body housing its voice. The agent’s body is not 
necessarily humanoid or physical. The body can be further broken down into medium (i.e., the enabling 
technology, such as a device) and morphology (i.e., form factor, appearance, shape, etc.). This 
distinction is in line with Miller and Feil-Seifer’s [118] social robotics framework, wherein they hint at 
its applicability beyond robots (i.e., virtual agents). As the surveyed literature indicates, the voice and 
body may not share the same medium (e.g., the voice is coming from a speaker rather from the 
computer screen). Also, the person may not perceive the voice and body as originating in the same 
medium. Voice and body morphologies may also differ. 

 

 

Figure 5. Classification framework for voice-based human–agent interactions (vHAI). 



The voice conveys information that is comprised of vocalics (non-linguistic information with 
semantic meaning) and speech (linguistic content). Vocalics features have psychosocial and 
sociolinguistic characteristics. As such, perception of the agent’s voice and body involves the elicitation 
and processing of social information between the person and the agent; in short, social embodiment 
[11]. According to the surveyed literature, the most common psychosocial characteristics are 
anthropomorphism (humanlikeness), gender, age, personality, and affect, whereas the most common 
sociolinguistic characteristics are paralanguage (i.e., pitch, prosody, rhythm, etc.), accent and dialect, 
style of speech (i.e., manner of speaking irrespective of the content or intended message), and vocal 
fillers (such as pauses and ‘umms’). 

Now that we have described the classification framework, we turn to the synthesized findings. 

4.2 Theoretical 
The use of theoretical frameworks and conceptual models in the research to date has been limited, 

with most papers not reporting or referencing theory. Yet one theory appears to be gaining consensus: 
the Computers Are Social Actors theory [136]. As an overarching theory, its premise is that people 
apply human social heuristics to computers without realizing it [131], effectively treating computers as 
people, at least to some extent. This idea is grounded in anthropocentrism, or the tendency for us to 
unconsciously read everything we perceive as acting with intelligent agency as human-like. This can 
have both positive and negative repercussions. Agents designed this way—using ‘anthropomorphic 
metaphors’ based on human models—can improve understanding, fit, and user experience, but this 
comes with the risk of people over-ascribing intelligence, intentions, and abilities to these creations 
[108]. Notably, our tendency to anthropomorphize occurs even without such anthropomorphic 
metaphors being (consciously) designed for. Over the years, without a specific focus on voice or speech, 
research on the Computers Are Social Actors theory has revealed how several human–human 
phenomena emerge in human–computer interactions, including gender stereotyping (based on 
assumptions and/or cues in the design), reciprocity (based on feelings of obligation applied to the 
computer), and personification (based on personality cues designed into the computer). Whether or not 
the papers surveyed here referenced this theory, most did go some way to support this model of HAI in 
the context of voice-based experiences. 

They also contribute to it. Taking a longitudinal perspective on the survey data, there is a recent 
preference for high-pitched feminine voices. Yet, older studies showed a preference for deeper-pitched 
masculine voices. A defining moment in voice-based HAI in the intervening two decades is, of course, 
the emergence of voice assistants, especially Apple’s Siri (2011), Amazon Alexa (2014), and Google 
Assistant (2016), all of which feature a feminine voice. This shift, part of the vocaloid shift, may be 
attributed to the proliferation of these consumer devices. This reflects the notion that gender is socially 
perceived [105]. For the Computers Are Social Actors theory, the implication is that higher-order social 
phenomena that are dynamic, contextual, and may change over time at a societal level are at play. 
Findings from 10 or 20 years ago may be too limited or no longer apply. Indeed, most of the work 
involved young, college-educated people in Western societies, the majority of which were probably 
white, given these demographics. The Computers Are Social Actors theory seems to represent the 
findings of voice-based HAI well, but it may need to be expanded and older research conducted again 
with different groups of people to become truly comprehensive. 

Aside from this, most theories and conceptual models cited relate to social phenomena derived from 
research on people. Given that voice is considered a basic and natural mode of human communication, 
it is not unexpected that these human models would apply to computer voices. We should explore to 
what extent human models of social interaction and communication apply in vHAI. Indeed, those 
working in human–machine communication have recently suggested as much [71]. To do this, we need 
to ground our research in theory. Most likely, this will need to be done in a multi- or supradisciplinary 
way: through a mix of theories from specific technical fields with those from social disciplines to cover 
both disciplinary framings of HAI and also move beyond them. The survey results suggest that this is 
already being done; however, most theories and models are used in a one-off fashion, so consensus is 
difficult to achieve. We can safely use the Computers Are Social Actors theory as a starting point for 
our questions and hypotheses: determining what particular feature of voice (or voice in combination 



with other modalities or attributes of the agent) we wish to focus on, and then manipulating that 
feature based on established theories and models. 

4.3 Methodological 
Findings reveal several methodological trends and shortcomings. One issue is a common and long-

standing problem in human subjects research: a limited participant pool and overreliance on young 
students from the West [58]. Some work has started to consider voice for elders and children, as well as 
in non-Western cultures, but work in these areas is nascent. There are also many other demographics 
and combinations of factors to consider, as calls for intersectionality in human–computer interaction 
have recently pointed out [95,159]. Non-humans, such as companion animals [73], are also viable 
subjects, especially where voice is concerned. Dogs, for instance, can be trained to understand some 
speech but cannot speak themselves. Yet they can convey semantic meaning through non-linguistic 
utterances and other forms of non-speech-based vocalizations that can be understood by people and 
potentially computers [121]. Indeed, there is great need and opportunity to incorporate different user 
groups in studies of voice-based HAI. 

While most studies used comparisons, many did not use experimental controls or were limited in the 
number and kind of comparisons (see Table 1 for a quick review). This makes it difficult to draw 
conclusions about the relative effects of voice in HAI versus other ‘vocal’ agents, particularly humans, 
but also ‘non-vocal’ options, such as written text (e.g., chatbots). Also, multimodal voices, e.g., text + 
verbal, could be explored to better understand the differences among voice and speech factors, as well 
as explore novel configurations of output modalities. For instance, some video games feature non-
linguistic but affective vocalizations, including short exclamations to augment speech (e.g., 2019’s 
Pokémon Sword/Shield). Others use long patterns of gibberish presented at the same time as linguistic 
speech using text (e.g., 2004’s Katamari Damacy). This may have practical current or near-future 
implications, such as in the design of text-to-speech interfaces for allowing people with speech 
disabilities to freely express themselves in a variety of ways at various times and in various contexts. 

A related methodological issue is the use of Wizard of Oz, found in one-third of studies. This method 
involves a human operator acting in place of computer functionality, unbeknownst to the end-user. It is 
a classic human–computer interaction and human–robot interaction evaluation method [37]. It is often 
used during the early stages of design, when there are technical limitations, scoping issues, and delays. 
It is also used as a quick way of evaluating ideas during rapid prototyping. In human–robot interaction, 
it allows for the exploration of future forms of robots that may not be possible now, or may require a 
huge investment of time, effort, resources to make. Indeed, it is a powerful method and one that should 
be kept in the vHAI toolkit. Nevertheless, it has limitations. Findings from studies that use Wizard of 
Oz with commercially available technologies, such as the Nao, do not reflect the technologies’ actual 
functionality, usability, or user experience. Taking the Nao as an example, only one study used the Nao 
TTS, while the rest used other TTS’s or Wizard of Oz. It is thus difficult to draw conclusions about the 
actual effects of Nao’s ‘natural’ voice, let alone the importance of other intersecting factors, like Nao’s 
robot or virtual bodies. 

While many studies involved a realistic application, many of these were not evaluated under ‘truly’ 
realistic conditions. Most were conducted in a controlled lab situation. It is thus hard to conclude how 
the effects reported would play out in the wild. This is important because vHAI systems are already in 
the wild and are likely to stay there. More experimental ethnographic field studies like the one by 
Braun et al. [16] will need to be conducted for us to get a better sense of real world impacts. This will 
involve a careful consideration of ethics and a special setup wherein there is a delineation of the real 
environment, but also potentially new instruments and facilitative technologies to enact the research 
procedures. Confounding effects will need to be accounted for; as Braun et al. [16] discovered, the 
novelty effect and novices can still impact field work. For voice, other sounds in the environment will 
need to be considered—or discovered through the research, such as the levels and kinds of noise that 
impact physical perception of voice. 

The measures evaluated were diverse, and so was their measurement, a problem that needs to be 
addressed Many original instruments were used, which can increase the utility of the research design 
to address specific and unique questions [113]. But original instruments also limit transferability and 
generalizability. Moreover, many measures appear to address the same underlying factor; for instance, 



rapport in Lubold et al. [106] and psychological closeness in Eyssel et al. [50,51]. Additionally, one-fifth 
of the surveyed papers did not report Cronbach’s alpha or a similar measure of internal reliability, thus 
limiting understanding of the strength of these original instruments and efforts towards construct 
validity [113]. This was the case even for studies that used the most common technologies; of the 
studies with Nao, for instance, only two reported Cronbach’s alpha, even when similar measures were 
used. Additionally, even when the Nao was used, the voice was often not the Nao TTS, limiting 
generalizability even if Cronbach’s alpha was reported for the same measures across studies. Finally, 
the reliance on self-reports makes it difficult to come to objective conclusions. 

A range of characteristics for agent voice were evaluated, with projects often involving the design of 
different interfaces and embodiments to determine the design of best fit and impact on people. Yet, less 
than half conducted a pre-test or manipulation check, i.e., whether or not the design features and 
manipulations were perceived in the intended way. For instance, the robot in Crowell et al. [35] was 
presented as gender-neutral. Not ensuring that user perceptions match designer and researcher 
expectations, yet including the given characteristic as a key factor, is dangerous. In the case of gender, 
consensus is not guaranteed [114], and there is a tendency to perceive the ‘default’ as male [12]. 
Additionally, the measures related to voice characteristics need to be carefully considered to allow for 
diverse and emergent options. For instance, in Sandygulova & O’Hare [157], children were only able to 
respond with male or female gender categories, leaving out the possibility of a ‘mechanical’ or robotic 
gender [167], no gender, uncertain gender, multiple genders, and so on. This raises a serious question 
of reliability given that people will tend to answer a question even when they have no answer [94]. 
Others did not consider the impact of gender, e.g., [33,74,137,190]. In such cases, design decisions 
maintained the status quo. For example, a therapist agent was gendered female because at the time of 
the study and in that cultural context most therapists were women [33]. Others used a male voice 
based on the assumption that robots are read as male [190]. Lack of awareness, lack of interest, or 
understandable limitations in technical, research, or budget scope may have been at play. However, the 
findings from this survey strongly suggest that major social factors like these need to be accounted for 
as influencing variables, at the least, but also considered as opportunities for design innovation. 

4.4 Technological 
Most work was limited to computer-based voices and robots. We now need to explore the varieties of 

smart objects, devices, and spaces sphere, e.g., smart speakers, vehicles, phones. Some of this 
technology, e.g., the iPhone for Siri, the Echo smart speaker for Alexa, etc., have been around for a 
while and critiqued [69], often colloquially [53], for their social depictions of gender. A lot of custom 
technology was also used, making it difficult to compare studies. This is important because the 
surveyed findings suggest that ‘body’ may not matter, yet it is unclear why or when. For instance, 
voices associated with virtual characters were sometimes preferred over people (e.g., [197]) and in other 
cases not (e.g., [126]), even within the same context of use. Wizard of Oz, in particular, represents an 
ideal form of the technology that is not currently possible. It is useful for deciding what trajectories to 
pursue, but it does not represent ecologically valid knowledge. 

The Nao suite, comprised of a robot, a virtual (screen-based) avatar, and TTS, is a one-stop 
morphology comparison research instrument. It was also the most common choice for robot studies. Yet, 
only one study [154] used a combination of options. This may be due to technical limitations (indeed, 
many Nao studies use Wizard of Oz for this reason). It may also be due to nascent work on the question 
of morphology [118], which we expect will continue to gain attention. Additionally, the surveyed work 
indicates that the platform may be applicable to different generational groups: 40% included adults, 
30% included students, and 40% included children. Yet, not all voice characteristics were explored, in 
particular, personality and anthropomorphism. Technically, explorations of these factors through the 
Nao TTS and comparison to human voices are possible. 

TTS technologies continue to improve over time. Advances in technical methods using machine 
learning, especially neural networks and deep learning [7], are pushing the quality of TTSs forward at 
a rapid pace. As the surveyed work and other surveys of technical work (e.g., [36]) suggest, the quality 
of the TTS is important for voice. Yet, a lot of work (40%) that involved comparisons of computer voice 
was carried out more than 10 years ago, when TTS quality was lower. Previous research may need to be 



replicated with newer TTSs, especially given recent work on higher quality TTSs that still suggest an 
effect of quality [193]. 

From a theoretical perspective, the most referenced theory is the Computers Are Social Actors 
theory. Yet, the technology distribution indicates a reliance on TTS, with robots and virtual agents 
making up only 54% of work. This may be due to the slightly different historical trajectories across 
fields of study. Work on the Computers Are Social Actors theory is based in psychology and human–
computer interaction, rather than human–robot interaction and other areas. Yet, as our findings show, 
this theory is applicable to and valuable for studies of robot and virtual character voice (and likely 
other morphologies, such smart ‘things’). Going forward, a unification of work on the Computers Are 
Social Actors theory with work in human–robot interaction and other disciplines will be fruitful, if not 
necessary. 

4.5 Empirical 
Despite the limitations and criticisms noted above, we can draw out several higher-order findings 

based on consensus across the surveyed work. We will discuss the state of the art and empirical 
knowledge gained overall, considering the findings at a high level and the intersections of factors 
uncovered by Q10. 

4.5.1 Meta-Findings and Meta-Criticisms 
The major takeaway across studies and categories of findings is that human (anthropomorphic or 

‘natural’), happy, empathetic voices with a high (rather than low) pitch seem best overall, regardless of 
the kind of agent, enabling technology, user group, and application. In general, preference for gender 
changed over time, with older studies showing a preference for masculine voices, and recent studies 
showing a preference for feminine voices. There are some exceptions, especially [154], which found no 
differences between a robot and virtual character tutor. Future work will need to tease out why. 

While the focus in terms of voice characteristics has been gender, anthropomorphism (i.e., ‘natural’ 
or humanoid versus synthetic), and affective qualities, there is some evidence to suggest that 
explorations of voice in HAI are beginning to expand. Recent work on semantic and paralinguistic 
factors, especially accents (e.g., [179]), gibberish (e.g., [193]), and vocal fillers (e.g.,. [61]) are indicating 
a maturation of the design thinking involved in the study of voice in HAI experiences. However, a 
drawback of much of the work surveyed is a lack of detail in the design of the agents; it is possible that 
such features have already been included in the designs and evaluated to a degree, but these details 
were not reported. Additionally, characteristics may be overlooked or assumptions may be made 
without double-checking. Grounding these decisions in social theories with exploratory design and 
verification research using human-centered methods, as well as pre-tests and manipulation checks, 
would increase the design and research rigor. 

Bias may also have been a limiting factor in a significant portion of the work. As the survey shows, 
people perceive and react to voice characteristics in different ways, often premised on surface-level 
judgments and stereotypes in line with the Computers Are Social Actors theory. But bias may also be 
present in the design of the technologies (or their selection), the selection of participants (especially 
with respect to age, which was all but absent), and the design of the research (especially the selection of 
measures and instruments). We can take this seriously as we actively develop a new chapter in vHAI 
for the ‘social good’ [199]: we can confirm or disrupt the status quo with respect to gender, age, cultural 
background, social role, job, and so on in the way we design and research vHAI. To do this, we can draw 
on reflexive [151] and intersectional [159] frameworks known and practiced with human–computer 
interaction and human–robot interaction. 

4.5.2 Psychosocial Factors: Gender, Anthropomorphism, Personality, and Affect 
People tend to perceive gender in voice-based HAI, whether voice gender was intended by the 

designers or not. Higher-pitched voices tend to be read as feminine and lower-pitched voices tend to be 
read as masculine, indicating an intersection between the psychosocial factor of gender and pitch as an 
aspect of prosody, a sociolinguistic factor. These findings must be carefully considered in light of the 
methodological limitations particularly how evaluations of gender have been conducted (e.g., limited 
categories) and the inclination for most people to read masculine when no gender cues are present [12]. 



Whether or not gender matters appears to depend on when the study was conducted, in line with the 
vocaloid shift, as well as other factors that we could not determine in this survey. For example, early 
research showed gender stereotyping and preferences based on human social norms (e.g., [134]), while 
recent research suggests an influence of the feminine-gendered voice assistants (e.g., [24]) as well as 
the emergence of other influential factors, like personality [176], and changing expectations about 
gender (e.g., [44]). The influence of commercial voice assistants is further bolstered by the results of 
research on very young children (e.g., [157]). 

Voice anthropomorphism, or humanlikeness, was a major factor, and appears to supersede gender in 
terms of perceptions and behavioral influence (e.g. [9,126,186]). This is good tidings; even though most 
societies rely on a gender binary, i.e., women and men [129], notions of gender are beginning to expand. 
A ‘human’ voice gendered ‘neutral’ or ‘nonbinary’ or even ‘robotic’ has yet to be developed or evaluated, 
and may not work in practice at a general level until the majority of society moves beyond the gender 
binary, but is a real option that should be considered for the future of voice in HAI. 

Human voices were best overall. However, there is some evidence that modern synthetic human 
voices are reaching the same performance as live or recorded human voices. This can be explained by 
improvements in TTS systems and the public’s exposure to TTS systems in daily life, in line with the 
vocaloid shift. 

In general, matching people and agent personalities appears to be ideal. For example, introverted 
agents for introverts [100]. Personality stereotypes based on gender were also at play, such as a 
preference for informative masculine voices and social feminine voices [102]. An open question, from 
research based on the Big-5 model, is whether gender matters and under what circumstances. For 
instance, Lee & Nass [100] found that matching extroverted agents to extroverted people supersedes 
any effect of gender. However, Chang et al. [24] found that feminine extroverted voices are preferred. 
Given the fifteen years that separate these studies, this may be another example of the influence of 
modern voice assistants like Siri. 

Findings show that people can perceive emotion through voice, if certain conditions are met. The 
inclusion of voice affect to visual expressions of affect appears key (e.g., [74,98]), with some work 
suggesting that voice alone is more difficult to interpret (e.g., [33]). For instance, if there is a mismatch 
between bodily affective cues and vocal affect, people are confused (e.g., [183]). Indeed, non-humanoid 
agent bodies appear to increase the difficulty of perceiving affect, even when voice affect exists. 
Perfection is not necessary, however, due to reports of a ‘magnet effect,’ where people tend to gravitate 
to the most likely affective expression (e.g., [150]). To be safe, a manipulation check should be 
conducted with the target user groups. More radically, it appears that speech content and linguistic 
expressions of emotion may not be needed at all, according to the findings on non-linguistic utterances 
and gibberish (e.g., [150,193]). The extent to which this is true needs to be investigated. 

4.5.3 Sociolinguistic Factors: Accents, Paralanguage, and Style of Speech 
People can perceive accents and dialects in voice-based HAI, even in gibberish [193]. This has effects 

that match human models and stereotypes, such as standard dialects being preferred for instruction 
contexts. Paralanguage, especially pitch and loudness, appears to play an important role in perceptions 
of gender, emotion (e.g., higher pitch and happiness), personality (e.g., high pitch and extroversion), 
and form factor (e.g., higher pitch for smaller robots). Paralanguage can thus be manipulated in order 
to generate different kinds of user experiences and effects. As discussed, voice and speech are closely 
related and sometimes difficult to disentangle. One example that emerged across studies was the 
combination of paralanguage and speech content as higher-level behavior in social interaction. Cases 
include praise (e.g., [15]), empathy (e.g., [82,137]), and humor (e.g., [137]). The use of such voice-
expressed behaviors appears to especially impact people’s perception of the agent’s social ability and 
social presence (e.g., [106,137]). An accent or dialect expressed through voice can indicate identity as 
well as the relationship with the recipients and the agent’s personality and emotion. Given that the 
‘building blocks’ of such behaviors can be designed into voice, the extent to which these hold true, their 
impacts, and other varieties of features can be explored in future research. Importantly, the quality of 
the voice (e.g., a high-quality TTS) is important to ensure that the intended impression is conveyed 
[193]. This can be confirmed through a manipulation check with representative members of the target 
audience. It is unclear from the surveyed papers whether or not speech content is necessary; for 



instance, praise may be conveyed through a combination of paralinguistics, agent facial expressions, 
and perhaps even external stimuli, such as happy sounds, lights, and exploding stars, such as in 
cartoons and video games. It may also be that a multimodal combination of voice and body is sufficient. 
All of these need to be explored with respect to voice in HAI. 

4.5.4 Embodiment Factors: Morphology, Medium, and Situatedness 
Voice should be considered with respect to matching the ‘body’ (the morphology or form factor of the 

medium or source through which the voice is expressed or associated), task, context, and participant. 
For example, matching voice affect, body affect, and content, such as by pairing happy vocalizations 
and facial expressions with positive news, and harmonizing voice and, such as synthetic voices with 
robotic forms, appears ideal. However, one question that remains is whether to use human-like voices 
with non-humans. Some research surveyed (e.g., [182]) suggests that participants will perceive a 
mismatch, even though the human-like voices tend to be preferred and more effective. Such findings 
may be a matter of certain aspects of the morphology. For example, in the case of Trovato et al. [182], 
the robot had a human form but it was not realistic, with blocky shapes and bright pink stripes over 
metal. Replicating the human form with great precision while falling just short of accurate 
representation can lead to the unwanted phenomenon of the Uncanny Valley [123]. Still, a variety of 
bodily forms are possible without eliciting negative results. 

Comparative studies suggest that a lack of a recognizable body can have detrimental effects on social 
perception of the agent, including lower perceptions of friendliness [35], poorer social presence and 
group interaction [161], and lower persuasiveness scores [153]. Even when hypothesized benefits did 
not occur, as Shamekhi et al. [161] found with respect to group task performance, the addition of a body 
did no (measured) harm. Furthermore, it seems best to include other communication modalities in the 
mix, especially body-based nonverbal behaviors, such as gestures, facial expressions, in line with social 
models of human communication [56]. But some exceptions exist. For instance, the morphology and 
medium did not have an effect on feelings of trustworthiness in Torre et al. [179], where stereotypic 
vocal cues superseded other factors to the extent that when trust was broken during a manipulated 
research situation, participants reported an even greater sense of disappointment. In Stern et al. [170], 
the source of human-like or synthetic voices mattered when the source was human, but not when the 
source was a computer. Context seems key. 

Given the limitations discussed, particularly around the use of different technologies as well as a 
reliance on original measures and instruments, it is difficult to generalize about morphology. Indeed, 
this work adds to the recent call on furthering our understanding of mental models on morphology, 
embodiment, and situatedness in HAI experiences [70,118]. It is unclear what participants perceived to 
be the ‘body’ of the voice in previous research, despite the body apparently being a key factor. For 
instance, is Siri’s body the iPhone? The app on the iPhone? The rotating eclipse of rainbow lights in the 
app? The speaker on the phone (that is not visible)? Something else or a combination of these? If it does, 
matter then how and when? Indeed, as we discuss in the research agenda section, the gaps and 
incongruities in this ‘body’ of work highlight areas of opportunity in design and research practice at the 
intersections of voice, morphology, and medium. 

4.5.5 Contextual Factors: Environment and Activity 
Human voices were superior in most contexts, and matching expectations, such as emotional 

expression to the context and speech content, was ideal. However, there were subtle differences across 
contexts with voice and body that may relate to the particularities of the context. In the case of Nao, for 
instance, vocal fillers in conversation increased social presence [61], but for instruction, they were seen 
as disruptive, especially in terms of agent intelligence [23]. This may relate to the idea that 
conversation is dynamic and fluid, while instruction is structured and predetermined. This is important 
for deciding when to use vocal fillers: the activity as well as the social environment. Additionally, 
perceived gender emerged as a complicated factor: sometimes feminine voices were superior, sometimes 
masculine voices, sometimes voices not matching the gender of participants, and sometimes no effect. 
Given the dates of this work, the vocaloid shift could explain some of these results. We suggest first 
understanding typical perceptions about voice characteristics within the specific context at hand, and 
then designing the voice (and body) around those perceptions. 



4.6 Extending the Framework with Voice–Body Continuums 
The connection between voice and body can be expressed as a set of morphology continuums. In 

Figure 6, the body is the x-axis and its voice is the y-axis. These axes range from obscure to conforming 
to human expectations. Each are made up of actual and potential categories. All surveyed papers have 
been placed, unless there was not enough information to make a placement. Papers are color-coded by 
type of agent. Some papers have been placed multiple times because multiple agent types were 
reported in the paper. 

There are clear clusters per axis. In terms of voice morphology and type of agent, most are at the top, 
indicating a majority of human and humanoid voices. In terms of body morphology and type of agent, 
there is a clear cluster to the far left (i.e., abstract morphologies), in the middle (i.e., mechanical 
morphologies), and at the far right (i.e., humanoid and hybrid forms). The overlapping clusters of agent 
types in the top right corner are expected: we are social animals that have evolved to interact with 
agents that resemble us. But due to the computer revolution and onset of the information age, 
particularly the widespread take-up of personal computers and smart devices, we are starting to see 
extensions into other areas of the continuums and their intersections. In particular, work on ‘smart 
things’ and ‘smart spaces’ that is emerging. As yet, many of these areas remain under-researched or 
uncharted. We discuss this in the research agenda section below. 

The voice–body continuums reveal that many explorations of computer voice abstracted the 
morphology of the body such that the voice was ‘disembodied.’ A review of the findings presents a 
complex picture on the results of this. The presence or absence of a perceivable body does not seem to 
have a general effect. However, only three papers featured such a comparison (e.g., to a robot with a 
perceivable body). Of these, one found no difference [154]. The other found subtle differences that are 
difficult to draw general conclusions from, though the voice having a perceivable body was considered 
more friendly [35]. The third found that animated faces increased feelings of social presence compared 
to a ‘disembodied’ voice [148]. Notably, much of this work (10 of 13, or 77%) was conducted a decade ago 
or earlier, where the focus was on comparing synthetic versus human voices. Indeed, this cluster 
appears to be another form of marker for the vocaloid shift, delimiting the arrival of voice assistants in 
our everyday technoscape. 

As a classification tool, the voice–body continuums framework may be used to describe current work 
as well as identify future research questions. For instance, what kind of voice should an agent with 
abstract morphology have? It can also suggest congruencies and tensions at the intersections of the two 
continuums. For example, what kind of voice should objects have, given that we cannot refer to any 
natural experience of hearing or talking with objects? Perhaps ‘human/oid’ is too limiting: What kind of 
voice should a ‘biological’ object, such as a plant, have? A situation where there is a continuum 
misalignment may lead to tension between artificiality and intuitive modulation. In this way, it has 
both practical and exploratory use. 



 

Figure 6. Voice–body continuums in vHAI. 

4.7 Research Agenda 
Our findings show that the area of vHAI is maturing and evolving. We suggest several trajectories 

for future research, particularly ones that consider the strengths and weaknesses of the present body of 
work as well as the opportunities, gaps, and (in)congruities suggested by the survey results. 

4.7.1 Extending Theory in Light of the Vocaloid Shift and the Voice–Body Continuums 
Our findings provide further support for the Computers Are Social Actors theory: that, as a general 

rule, people seem to unthinkingly treat voice-based agents as people, to a certain extent. This is 
sometimes predictable (e.g., based on prevailing gender, accent, and cultural roles and stereotypes) and 
therefore designable. Human voices that are extroverted, higher pitched, and empathetic elicit the 
strongest results. This means that social cues and constructs, attitudes, and behaviors come into play 
during vHAI experiences. The effects are dynamic and contextual: they may vary or change over time, 
among age groups, across cultures, and so on. But due to the limited user groups and locations of study, 
more research is needed to confirm generalizability. Indeed, as Sutton and colleagues [21,171] recently 
argued, we need to more deeply consider the sociophonetic factors of vHAI so as to diversify our 
knowledge as well as the voices available through—and understood by—the machine. Furthermore, as 
Guzman notes [71], we cannot always map known models of human–human communication onto 
human–agent communication. Additionally, we should continue conducting specialized surveys to 
unearth particularities in terms of agent type, morphology, and technology. Further research can 
advance the Computers Are Social Actors theory for vHAI, especially its validity and replicability, as 
well as unearth new models. Replication will be an integral part of this work, and, as others have 
pointed out for specific kinds of voice-based agents [21], demographic, social, and longitudinal factors 
should also be considered. For instance, the extent to which personalities (such as those based on the 
Big 5 model) can be replicated through voice when there is only voice to go on. 



A longitudinal view also indicates a generational divide resulting from the emergence and 
proliferation of modern voice assistants (i.e., Siri, Alexa) that are equipped by default with feminine 
voices and ambiguous ‘bodies.’ We have proposed to call this the vocaloid shift. Over time, this shift 
seems to have influenced a preference for feminine voices in general as well as changes in stereotyped 
responses to perceived voice gender. In one sense, this highlights the social construction of gender and 
how design choices in technologies that become massively taken up can influence social perceptions. We 
can replicate older research to solidify this apparent effect, particularly those that had ‘opposite’ results 
in terms of voice gender with certain user groups, tasks and activities, and contexts. We can also begin 
to compare more nuances questions about voice and body. Previous research on ‘bodyless’ agents, 
especially voice source-ambiguous studies of computer voice, may have lacked the additional cues that 
‘bodied’ agents, especially social robots, provide. Yet, the new wave of smart speakers and other smart 
devices, with some focus given to the typically non-humanoid ‘body’ of the device, provide an 
opportunity to see how much voice cues versus physical cues of cross-modal characteristics such as 
gender apply. There may be a shift over time that retrospective surveys and longitudinal work could 
illuminate. 

Mapping the surveyed papers onto the voice–body continuums indicates some disciplinary 
disconnects that have resulted in clusters of particular combinations of voice morphologies, body 
morphologies, and types of agents. Specifically: voice with abstract bodies and technologies (Computers 
Are Social Actors), human and humanoid voices in humanoid and hybrid bodies (human–robot 
interaction), and an emerging ‘smart things’ space (human–computer interaction and human–machine 
communication). Due to the methodological issues noted, the relationships between different forms of 
voice and combinations of voice and body morphologies is still unclear. Yet, the overarching findings 
suggest more similarity between these academic trajectories than differences. For instance, Computers 
Are Social Actors work, which largely relies on TTSs with ambiguous bodies, could be inspired by 
morphologies from human–robot interaction. 

4.7.2 Consideration of Bias in vHAI Design, Research, and Beyond 
Bias in AI has recently emerged as a key issue with widespread effects across the social, political, 

and legal spheres. As our findings show, it is also a practical and scholarly issue for technology 
researchers. Further, it is not only a matter of the AI as the ‘brain’ of the agent (i.e., algorithms, 
pattern recognition libraries, and so on), but also the rest of the agent’s embodiment, particularly voice. 
There are many areas technically and research-wise (e.g., gender) as well as gaps (e.g., can people 
discriminate between ‘young’ and ‘old’ voices? What effect does voice ‘age’ have? And so on.) to address. 
On the flip side, human attitudes and conceptual models come into play. Indeed, the survey results go 
some way to suggest that people—designers and users both—are constructing the identities of vocal 
agents, even when voice is the sole modality of engagement. As the AI underlying agents become better 
at learning and acting within the world, this may become a process of co-construction [81] akin to 
human–human social embodiment, in which bias plays a key role3. At the moment, those creating 
and/or studying vocal agents can draw on the work of design reflexivity (e.g., [151]) and social justice 
(e.g., [57]) to reduce, if not avoid, bias and stereotyping in both the design of systems and research. This 
will likely mean redesigning agents and/or replicating previous research after correcting for instances 
of bias. Notably, minimizing bias may not lead to the discovery of ‘pure’ truths in the world [188]; 
rather, it is more a matter of orientation, ethics, and sparking creativity in work on voice-based agents. 

The last few years has seen a surge in mandates and societies for an ethics of AI: the Global Data 
Ethics Pledge [40], the Partnership on AI [177], and the Dagsthul Declaration [199], to name a few. The 
two major organizing bodies in computer science and engineering—ACM [3] and IEEE [80]—have also 
started to address ethics. While a unification of these ideas is beyond the scope of this paper, we argue 
that it is essential. Furthermore, as this survey suggests, voice needs to be included as a major factor. 
The starting point can be exploratory work on ethical issues in design and research practice: from 
simple awareness at the design stage to critical discussions of research methods and results. We can do 

 
3 At the risk of sounding speculative, but with a pre-emptive view based on known evolutionary processes [181], we suggest to prepare now for the 
potential future of conscious AI by explicitly managing how we design, interact with, and ‘grow’ the ‘primordial species’ of AI in the present day. 
Indeed, there are promising machine learning approaches built around concepts of conscious agent networks [54]. There is also the ‘never-ending 
learning’ paradigm [119], which suggests that private and personalized AI could be co-created much like a baby learns how to communicate with their 
parents. In fact, studies around baby babbling [47] may provide insights into how to engage people in such a process. 



comparative and ethnographic studies of designers who begin with a certain ethical perspective, and 
see whether this influences the resulting vHAI experiences, and how. We can evaluate the relative role 
of voice and body more concretely by designing one or the other in a bias-conscious way and see which 
is more influential (i.e., exploring complementary and disruptive voice and body stereotypes through 
manipulating morphology and designers of varying bias awareness). We can draw from more 
established areas: a clear starting point would be the algorithm and machine learning side of agents. 
For instance, a report by the Nuffield Foundation [187] maps out three key directions in this area: term 
ambiguity, tensions emerging from conflicting values, and weaknesses in the research to date. We can 
then inform curricula on how to best design these agents [127,128]. As this survey shows, vHAI have 
the power to change attitudes and actions. How we choose to design and study these agents will have 
ethical impacts beyond usability and UX. Even if we do not have control, we can assess the effects. 

4.7.3 Incorporation of Rigorous and Relevant Theory and Methods for Voice 
Almost half of studies did not reference theory. Yet, their findings contribute to one or more theories. 

This is a disconnect that needs to be rectified by grounding research within established theories, 
including general theories, such as the Computers Are Social Actors theory and the Big 5, as well as 
specific and even niche theories, which have largely been explored in isolation. Theories specific to 
voice, such as Tannen’s theory of conversational styles [175] and the theory of doubly disembodied 
language [101], may be especially relevant. We should work towards finding consensus among 
theoretical and experiential constructs and then developing standard measures and instruments, 
including the creation of new standardized instruments for vHAI. 

Methodologically, common issues in human subjects research apply to studies of vHAI as well. Most 
participant pools were comprised of young Westerners taking undergraduate studies at the institution. 
Often, it was unclear what ethnic or cultural background these participants had. While gender parity 
was achieved across the studies surveyed, many studies had uneven gender distributions. 
Experimental controls are needed. Related to this, when designing contextual features and social cues, 
such as gender and age, into voice-based agents, we need to be sure that our intended mental models 
are replicated faithfully. Manipulation and perception checks of designed features should become a 
staple of research designs. Explorations of voice and body can use audio-visual matching checks or even 
having participants draw the body from the voice [107]. Further, these should be done before the final 
study or prototype version as well as after other measures have been collected to avoid unintended 
effects, such as stereotype threats [168]. This is especially important given the prevalence of subjective 
measures in the body of work so far. Standard measures and statistics (e.g., Cronbach’s α) need to be 
used and reported for ease of comparison and estimating consensus. 

The measures themselves and the instruments designed to capture these measures need to be more 
carefully considered. While briefly touched in in the results, the specific instruments used were varied, 
even when the measures were the same or similar, and future work should seek to untangle this. One 
measure that we can address now is that of perceived gender, which was evaluated in a limited and 
biased way in most of the work surveyed. In self-report instruments, response categories should 
consider biological sex vs. social gender [79], social perceptions of gender, and the pitfalls and potentials 
of human imagination. While previous research has established frequency ranges for male and female 
voices, there is overlap and ambiguity [125]. Moreover, studies on transgender voice have implicated 
the role of social perception in assigning gender by voice [198]. This means not only allowing for the 
categories of men, women, nonbinary, fluid, but also ‘agent’ genders and the possibility of no gender. 
Self-report instruments should also allow participants to ‘fill in the blank’ to suggest gender categories. 
At the same time, it may not be possible to achieve gender-less or ‘gender-neutral’ designs: as the 
survey finding suggest, people are inclined to attribute gender even when not intended by the 
designers. Moreover, these attributions tend to be stereotyped, based on the role, task, and application. 
A more open and comprehensive framing of measures and their interpretation can be grounded in 
existing and emerging theories in social psychology and other domains. 

Technologically, many studies used a variety of TTS systems to evaluate agent voice. But TTS 
systems have advanced since the start of this work over 20 years ago. As the findings suggest, the 
‘human’ quality of the voice is a key factor, which may have impacted the results of synthetic humanoid 
TTS systems in the past. This work should be replicated with modern TTS systems. Furthermore, much 



custom technology was used to make comparisons, especially between voice and body and voice and 
human. More work using established suites (e.g., the Nao system, comprised of a physical robot, virtual 
robot, and TTS) or creating suites for comparisons such as these is needed. Finally, there needs to be 
greater consideration of ‘real’ agent voices (through TTS systems or pre-recordings, etc.) and ‘fake’ 
voices produced by real humans in realtime through the popular Wizard of Oz method. Without 
evaluations of readily available voice technologies, it is unclear how much of the findings generated will 
impact real life experience with the vHAI that use them. 

Greater ecological validity such as through in situ work is also needed. Many voice-based agents—
such as Siri and Alexa—are already ‘in the wild,’ encouraging if not enforcing, even unwittingly, ideas 
and values that may or may not be ethical. Future research should explicitly consider the real world 
through ethnographies (e.g., [70]), field studies (e.g., [16]), and ‘in the wild’ methods [152], as well as 
longitudinal work to better understand the reach of this technology’s influence in everyday life. Mixed 
methods can also augment the trend of reliance on subjective measures and self-reports [113]. 

4.7.4 Explorations Within and Beyond the Voice–Body Continuums 
The vHAI experiences in most of the work surveyed fall along expected lines: humanoid 

morphologies in voice and body, regardless of type of agent (see Figure 6). Despite the uptake of smart 
speakers, smart vehicles, and other smart devices and ‘things,’ there has been little work on the voice of 
these machines. We can isolate gaps in the areas of abstract and object-based morphologies for voice 
and body. In these cases, the body of the agent may be obscure (or not). The idea of ‘disembodiment’ 
should be considered in light of the uncertain effects of different agent bodies in different contexts, as 
well as the apparent vocaloid shift. Smart spaces that have a voice, for instance, have not been well 
studied. Yet, plenty of examples from popular culture suggest that certain contexts and use cases might 
challenge what we know about matching the voice to the body. For example, the Enterprise spaceships 
in Star Trek have a human voice augmented with tones and beeps, which may disrupt the artificial–
intuitive continuum if such agents work as effectively in reality as in these imagined worlds. 

A match between voice and body is usually preferred. Still, it is unclear whether and what kind of 
mismatches are acceptable—or can be made to feel acceptable, given the right circumstances. There 
could possibly be an ‘uncanny voice’ effect equivalent to the Uncanny Valley effect for ‘not quite right’ 
humanoid robots and 3D virtual characters. Additionally, while adding a body to the voice generally 
had no ill effects, a lack of a perceivable body sometimes did, at least before the vocaloid shift. An open 
question is how this relates to voice assistants, smart speakers, and other body-less or body-ambiguous 
voice agents. Indeed, it is unclear to what (or where) people ascribe the body of such technologies—the 
speaker? The room? Someone teleconferencing from a distance?—and what perception of differing body 
sources means, if anything. 

Other opportunities can be imagined when using the voice–body continuums vHAI framework as a 
starting point. Non-human animal voices and biological voices, as well as musical voices; whispering to 
but also the whispers of a vocal agent [142]. We can again turn to popular culture for inspiration. In 
Star Trek there are tribbles, a kind of space rabbit reminiscent of companion agents (e.g., [185,194]) 
that represent the audio modality as a natural complement to haptic experiences, similar to a cat 
purring. We can explore what kind of ‘voice’ would be appropriate in various bodies, types of agents, 
contexts, and so on. There is much room for studies of semantic and paralinguistic features: gibberish 
[193], but also in terms of vocal fillers, semantic-free utterances, and so on. Indeed, the surveyed papers 
suggest several pathways for exploration. For instance, the use of vocal fillers by an agent may depend 
on the formality of the situation (informal better, formal worse) and the role of the agent (experienced 
worse, inexperienced better). 

Multimodality theory can also be brought in. The visual modality is an important one, but others are 
worth exploring. For example, audio voices with text, akin to closed captioning systems and subtitles in 
television, movies, and video games. More radical combinations have recently been proposed, such as 
voice and heat [86]. Future work can explore multimodal patterns (e.g., redundancy, complementarity, 
etc. [66]) between various forms of voice in one agent. For instance, given the various difficulties and 
feasibility issues with speech systems, text could be used to provide linguistic content while the vocalic 
aspects of voice could be used to provide paralinguistic cues of personality, emotion, and so on. 
Relatedly, the survey findings confirm that low-level paralinguistic characteristics of voice correspond 



with higher order social constructs, such as gender, affect, and personality. Moreover, work on 
gibberish and non-semantic utterances suggests the radical idea that speech (as in linguistic, semantic 
content) may not always be necessary. Thus, future work can explore sociolinguistic questions of agent 
voice: modalities, semantics, and vocalics. 

4.8 Limitations 
We did not use all possible databases. As such, some relevant papers may have been unintentionally 

excluded. We manually added papers as needed, but follow-up work can confirm the validity of our 
selections. Additionally, we used strict criteria in terms of what research designs could be included, 
potentially excluding valuable findings from qualitative, autoethnographic, and other non-experimental 
work. We also restricted our focus to quantitative methods and measures; future work should review 
the qualitative work on voice. 

In our voice–body continuums, we did not include the situatedness of the context in terms of being 
more or less simulated or realistic (from [117]). It was not clear to us how to map such a continuum 
onto the voice and body morphology and type of agent continuums. We could imagine that any kind of 
voice and body could be represented at any point along the continuum, even if certain combinations 
cannot be found in the current body of work. Yet, some findings indicate that important differences 
between virtuality and reality exist; as such, situatedness should be considered as a possible factor in 
future work. 

5 Conclusion 
‘The voice of the machine’ is rapidly becoming a key feature of human–agent interaction. As 

Pieraccini [144] and others have noted, enabling agents to recognize human speech and other 
communication channels is integral. This survey has shown that understanding how people interpret, 
respond to, and are influenced by agent voice is of equal import. The voice of the agent is socially 
situated, perceived, contextual, and dynamic. Features of the voice (and body) can have dramatic effects 
on vHAI experiences. This is not limited to the ability of an agent to recognize speech, gesture, 
nonverbal behaviors, or emotion, but also its ability to express and influence through voice. There is 
great need and opportunity to consider how the voice of the machine is engineered and embedded in 
people’s lives—and then how it is actually perceived in relation to the intended effects and goals of the 
larger system, service, or experience. We are already grappling with AI bias, poor usability, privacy and 
safety concerns, and other social factors within a technoscape increasingly featuring Alexa and Siri and 
other commercial voice assistants. We must determine and evaluate the fundamental human factors of 
human–agent interaction, and for this we add voice as one more ‘call’ to action. 
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