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Abstract

Background: Thin mask model has been conventionally used in optical lithography simulation.
In extreme ultraviolet (EUV) lithography thin mask model is not valid because the absorber
thickness is comparable to the mask pattern size. Rigorous electromagnetic (EM) simulations
have been used to calculate the thick mask amplitudes. However, these simulations are highly
time consuming.

Aim: Proposing a prototype of a convolutional neural network (CNN) which reduces the cal-
culation time of rigorous EM simulations in a small mask area with specific mask patterns.

Approach: We construct a CNN which reproduces the results of the EM simulation. We define
mask 3D amplitude as the difference between the thick mask amplitude and the thin mask ampli-
tude. The mask 3D amplitude of each diffraction order is approximated using three parameters
which represent the on-axis and the off-axis mask 3D effects. The mask 3D parameters of all
diffraction orders are trained by a CNN.

Results: The input and the targets of the CNN are a cut-mask pattern and mask 3D parameters
calculated by the EM simulation, respectively. After the training with 199,900 random cut-mask
patterns, the CNN successfully predicts the mask 3D parameters of new cut-mask patterns.

Conclusions: We construct a CNN which predicts the diffraction amplitudes from 2D EUV
mask patterns. After the training, the CNN successfully reproduces the mask 3D amplitude.
CNN prediction is 5000 times faster than the rigorous EM simulation. Next challenge is to con-
struct a practical CNN which covers a large area with general mask patterns.
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1 Introduction

The adoption of extreme ultraviolet (EUV) lithography began in the mass production of logic
and memory devices. Typical resolution of EUV lithography is 16 nm, assuming a moderate k1
factor of 0.4. In this case, the minimum mask pattern size is 64 nm. Standard thickness of Ta
absorber is around 60 nm and the aspect ratio of the mask pattern is nearly 1. High aspect
absorber induces several mask 3D effects, such as critical dimension (CD) difference between
horizontal and vertical lines and focus-dependent pattern shift.1,2 Another example of the EUV
mask 3D effect is the deviation of the phase-shift value near the absorber edges (Fig. 1). Due to
the absorber edge effect, the optimum phase-shift value of an EUV phase shift mask is largely
different from 180 deg.3 Accurate EUV lithography simulations need to reproduce these mask
3D effects.

Rigorous electromagnetic (EM) simulation methods, such as finite-difference time-domain
(FDTD) method,4 rigorous coupled wave analysis,5 and 3D waveguide model,6 accurately cal-
culate the mask 3D effects. However, these simulations are highly time consuming. Semi-
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empirical and fast methods have been developed to include the mask 3D effects approximately in
the calculation.7–11 Recently with the advent of the deep learning software and hardware plat-
forms, some attempts have been made to solve the mask 3D effect problems more accurately
using deep neural networks.12–14 The targets of the deep neural networks in these models are the
near-field diffraction amplitudes of thick masks calculated by EM simulations. The near-field
diffraction amplitudes are described in coordinated space and they oscillate locally. Also, these
amplitudes vary depending on the incident angle of the illumination. It is not easy to model the
incident angle dependence of the near-field diffraction amplitudes.

Our model also uses a deep neural network to accelerate the calculation of mask 3D effects.
Here, we define the mask 3D amplitudes as the difference between the far-field diffraction ampli-
tudes from a thick mask and those from a thin mask. The far-field diffraction amplitudes are
described in pupil plane. They smoothly depend on the incident wave vector. In this study, we
parametrize the mask 3D amplitudes linearly in the incident wave vector, which enables our
model to be incorporated into transmission cross coefficient (TCC) method15 and sum of coher-
ent systems (SOCS) model16 conventionally used in optical lithography simulations.

In Sec. 2, we explain the difference between the thin mask model and the thick mask model.
We divide the thick mask amplitude into the thin mask amplitude and the mask 3D amplitude. In
Sec. 3, we parametrize the mask 3D amplitude as functions of diffraction orders and source
positions. In Sec. 4, we construct a convolutional neural network (CNN) which predicts the
mask 3D amplitude. In Sec. 5, we extend the TCC method to include the mask 3D effects.

2 Thin Mask Model and Thick Mask Model

In this section, we treat the light as a scalar field to explain the concept of the mask 3D amplitude.
In Sec. 3, we rigorously treat the light as a vector field.

Figure 2 shows the schematic view of partial-coherent lithography optics. The deep ultra-
violet optics is shown here, but the basic system is the same for the EUVoptics. The light emitted
from the secondary source at the position ðsx; syÞ illuminates the mask from the oblique

Fig. 1 (a) Reflected wave from an EUV mask and (b) its phase shift value at the surface of the
absorber.

Fig. 2 Schematic view of partial-coherent lithography optics.
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direction. The source position is Fourier transformed in the direction of the incident light by the
condenser lens. The incident light has wave vector ðsx; syÞ. The z component of the wave vector
is calculated by the energy conservation law.

The incident light is diffracted from the mask. The diffracted light has wave vector ðkx; kyÞ.
The amplitude of the diffracted light is Uðkx; ky; sx; syÞ. The diffracted light passes the pupil at
the position ðkx; kyÞ. The pupil cuts the high-frequency components of the diffracted light. Then
the diffracted light which passes the pupil forms an image on the wafer.

Total image intensity is the incoherent sum of the image intensities formed by the light emit-
ted from all positions of the secondary light source. The total image intensity I is calculated by
the following formula which is often called as Abbe’s theory:

EQ-TARGET;temp:intralink-;e001;116;612Iðx; yÞ ¼
ZZ

Sðsx; syÞ
����
ZZ

Uðkx; ky; sx; syÞPðkx; kyÞe−iðkxxþkyyÞdkx dky

����
2

dsx dsy; (1)

where S is the source intensity and P is the pupil function. The key point of this formula is how to
calculate the far-field diffraction amplitude Uðkx; ky; sx; syÞ.

Thin mask model is conventionally used in optical lithography simulation. The assumption of
the model is that the near-field amplitude Uthinðx; y; sx; syÞ is the product of the incident wave
and the mask transmission function M [see Eq. (40) in Sec. 10.6 of Ref. 15].

EQ-TARGET;temp:intralink-;e002;116;505Uthinðx; y; sx; syÞ ¼ Mðx; yÞeiðsxxþsyyÞ: (2)

As shown in Ref. 15, TCC formula is derived by adapting Hopkins’ method with the thin
mask model.

In pupil plane, the far-field diffraction amplitude is written as follows:

EQ-TARGET;temp:intralink-;e003;116;434Uthinðkx; ky; sx; syÞ ¼
1

ð2πÞ2
ZZ

Mðx; yÞeiððsx−kxÞxþðsy−kyÞyÞdx dy ¼ MFTðkx − sx; ky − syÞ; (3)

where MFT is the Fourier transform of the mask transmission function. In thin mask model, the
diffraction amplitude is calculated easily by Fourier transformation (FT) of the mask transmis-
sion function.

Equations (2) and (3) are not valid in thick mask model (Fig. 3). Rigorous EM simulation is
required to calculate the diffracted wave accurately. In thick mask model, the diffraction ampli-
tudeU differs from the Fourier transform of the mask transmission functionMFT due to the mask
3D effect.

EQ-TARGET;temp:intralink-;e004;116;305Uðkx; ky; sx; syÞ ¼ MFTðkx − sx; ky − syÞ þ U3Dðkx; ky; sx; syÞ: (4)

This equation defines the mask 3D amplitude U3D.

Fig. 3 Schematic views of a thin mask and a thick mask.
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In thick mask model, we need to modify TCC formula because we cannot use Eq. (2). We
discuss the details in Sec. 5.

3 Parameterization of the Mask 3D Amplitude

In this section, we treat the light rigorously as an EM vector field. One of the difficulties in the
formulation of the 3D EM simulation is the number of the variables. The electric field has three
components Ex, Ey, and Ez while the light has only two polarizations. Therefore, one of the three
electric field components is redundant to parametrize the EM field. 3D waveguide model6 uses
the vector potential instead of the EM field. The model contains only two variables Ax and Ay

which correspond to two polarizations. In the model, Az is fixed to be zero after gauge trans-
formation. The detail of Ax and Ay polarizations is explained in the Appendix.

Figure 4 shows a schematic view of light diffraction by an EUVmask. The light emitted from
the secondary source illuminates the mask with the incident wave vector ðsx; syÞ. Since EUV
lithography uses reflective optics, the incident wave vector is defined by the difference from the
wave vector at the chief-ray angle. The light is diffracted by the mask and the outgoing wave
vector is ðkx; kyÞ. The scattering vector ðkx − sx; ky − syÞ is the difference between the outgoing
wave vector and the incident wave vector.

Similar to Eq. (4), the diffraction amplitude A of a thick mask is decomposed into the thin
mask amplitude AFT and the mask 3D amplitude A3D.

EQ-TARGET;temp:intralink-;e005;116;483Aðkx; ky; sx; syÞ ¼ AFTðkx − sx; ky − syÞ þ A3Dðkx; ky; sx; syÞ: (5)

The thin mask amplitude AFT is calculated by the FT of the mask pattern using the reflection
coefficients of the absorber and the multilayer. It depends only on the scattering vector. The mask
3D amplitude A3D is defined as the difference between the thick mask amplitude A and the thin
mask amplitude AFT. The mask 3D amplitude depends on the incident wave vector, which causes
off-axis mask 3D effects described later.

The EM calculation of the thick mask amplitude is heavy. In this study, we use 3D waveguide
model6 to calculate the thick mask amplitude. We assume a periodic boundary condition with the
mask pattern pitch L (Fig. 5). In this case, the scattering vector has a discrete value,

EQ-TARGET;temp:intralink-;e006;116;352kx − sx ¼ l
2π

L
; ky − sy ¼ m

2π

L
; (6)

where ðl; mÞ represents the diffraction order. For convenience, we also discretize the incident
wave vector as follows:

Fig. 4 Schematic view of light diffraction by an EUV mask.
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EQ-TARGET;temp:intralink-;e007;116;548sx ¼ ls
2π

L
; sy ¼ ms

2π

L
; (7)

where ðls; msÞ corresponds to the source position or incident angle. The pupil position or out-
going angle is specified by ðlþ ls; mþmsÞ. After the discretization of the wave vector, Eq. (5) is
rewritten as follows:

EQ-TARGET;temp:intralink-;e008;116;480Aðl; m; ls; msÞ ¼ AFTðl; mÞ þ A3Dðl; m; ls; msÞ: (8)

All the elements of the thick mask amplitude are calculated simultaneously in 3D waveguide
model. If we use FDTD method, we need to repeat the calculation for each incident angle.

The diffraction amplitude depends on four numbers, the diffraction order ðl; mÞ and the
source position ðls; msÞ. These numbers are restricted by the source shape and the pupil shape.
Assuming the maximum σ value of the source shape to be 1, the source position is limited by the
following equation:

EQ-TARGET;temp:intralink-;e009;116;376

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2s þm2

s

q
≤
NA

4

L
λ
; (9)

where NA ¼ 0.33 is the numerical aperture of the projection optics and λ ¼ 13.5 nm is the
wavelength. The magnification of the projection optics is 1/4. In the same way, the pupil shape
limits the pupil position ðlþ ls; mþmsÞ as follows:

EQ-TARGET;temp:intralink-;e010;116;298

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlþ lsÞ2 þ ðmþmsÞ2

q
≤
NA

4

L
λ
: (10)

Figure 6 shows the graphical representation of the diffraction amplitude. The polarization of
both the incident and outgoing waves is Ax. The circle at the center of the graph corresponds to
the diffraction order ðl; mÞ ¼ ð0; 0Þ. The peak value is 0.44 (the incident electric field amplitude
is normalized to 1) and it is the largest among all diffraction orders. The right-side figure enlarges
the amplitude at the diffraction order ðl; mÞ ¼ ð2; 2Þ. The amplitude depends on the source posi-
tion ðls; msÞ, which implies the incident angle dependence of the diffraction amplitude.

Figure 7 shows the polarization dependence of the diffraction amplitude. There are four com-
binations of the polarization of the incident wave and that of the outgoing wave. The polarization
change after diffraction is very small for EUV masks. For example, the maximum value of the
diffraction amplitude from Ax to Ax polarization is 0.44 while the maximum value from Ax to Ay

polarization is 0.006. The result is not obvious, but this is probably because the EUV absorber
has a refractive index close to 1. In the following discussion, we focus on the diffraction ampli-
tude from Ax to Ax polarization. The light intensity is the square of the amplitude and we ignore
the intensity from Ax to Ay polarization.

When the incident light is unpolarized, the image intensity is the average of the two inten-
sities with two incident polarizations Ax and Ay. As shown in Fig. 7, the diffraction amplitude

Fig. 5 Periodic mask pattern.
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from Ay to Ay polarization is close to that from Ax to Ax polarization. In this study, we use same
values for these two amplitudes, so the averaging is not required. It may be necessary to consider
the difference between the two diffraction amplitudes in high NA optics.

According to Eq. (8), the thick mask amplitude is divided into the thin mask amplitude and
the mask 3D amplitude. The contribution of the thin mask amplitude is dominant as shown in
Fig. 8(b). The amplitude does not depend on the source position. It is calculated from the FT of
the mask pattern assuming that the absorber area has the reflection coefficient of the absorber and
the open area has the reflection coefficient of the multilayer.

The contribution of the mask 3D amplitude is small but not negligible as shown in Fig. 8(c).
The amplitude gradually changes depending on the source position ðls; msÞ. We parametrize the
mask 3D amplitude at each diffraction order ðl; mÞ as a linear function of the source position
ðls; msÞ.

EQ-TARGET;temp:intralink-;e011;116;134A3D
x ðl; m; ls; msÞ ≅ a0ðl; mÞ þ axðl; mÞ · ls þ ayðl; mÞ · ms; (11)

where a0 is the on-axis mask 3D amplitude at the center of the source plane. Both ax and ay are
the slopes of the amplitude in the x and y directions of the source plane, respectively. The second
and third terms in Eq. (11) represent the off-axis mask 3D amplitude. We included here only the

Fig. 7 Polarization dependence of the diffraction amplitude.

Fig. 6 Graphical representation of the diffraction amplitude.
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linear terms, but we can include higher terms if necessary. On the other hand, the linear terms
may be unnecessary for large diffraction orders where the area of the possible source positions
is small.

4 CNN for the Mask 3D Amplitude

The thin mask amplitude AFT
x ðl; mÞ is the Fourier transform of the mask pattern and it can be

calculated very fast. The mask 3D amplitude A3D
x ðl; m; ls; msÞ is calculated using the 3D wave-

guide model but the speed is slow. We characterize the mask 3D amplitude by three parameters
a0, ax, and ay. It is obvious that these mask 3D parameters are functions of the input mask
pattern. We construct a CNN which reproduces the mask 3D parameters. We expect that the
CNN calculation is much faster than the EM simulation.

The architecture of our CNN is shown in Fig. 9. Keras on TensorFlow is used for the deep
learning software. The input mask pattern has 720 × 720 binary data. We first convert them to
72 × 72 grayscale numbers by averaging the data. This is the input to the CNN. Inside the CNN,
we repeat convolutions and maxpoolings three times. Outputs of the CNN are the real and imagi-
nary parts of a0, ax, and ay. As shown in Fig. 9, for large diffraction orders, we parametrize the
amplitude with a0 only because the area representing possible source positions is small. In total,
there are 1030 targets for CNN.

For training data, we generated 199,900 random horizontal cut-mask patterns [Fig. 10(a)].17

The pattern pitch is 120 nm on the mask. The space width is 60 nm, and the space length has a

Fig. 9 Architecture of our CNN.

Fig. 8 Decomposition of the diffraction amplitude.
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random number between 120 and 600 nm. The fitting error decreased rapidly during the training
[Fig. 10(b)]. The training time was about 10 hours.

After the training, we verified our CNN with 100 new data. Figure 11 compares the mask 3D
parameters of 100 data at several diffraction orders calculated by EM simulation and the param-
eters predicted by CNN. The correlation between the parameters by EM simulation and CNN
prediction is quite good. The correlation coefficient R2 is more than 0.99 except for the param-
eter Realðaxð0;0ÞÞ. However, the value of this parameter is negligibly small compared to the

Fig. 10 Training and verification of our CNN. (a) Input mask patterns and (b) loss function during
training.

Fig. 11 Mask 3D parameters calculated by EM simulation and parameters predicted by CNN.
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values of other parameters. This means that the zeroth-order reflected amplitude is almost in-
dependent of the azimuth angle of the incident wave.

We compare two examples of the wafer image intensities calculated by EM simulation, CNN,
and FT. The first example is a horizontal two-bar in Fig. 12. It is well known that the mask 3D
effect causes CD difference between two horizontal spaces at defocus positions, which is called
two-bar CD asymmetry.2 Figure 13 shows the results of the wafer image intensity calculations.
The wavelength is 13.5 nm and NA is 0.33. CNN successfully reproduces the two-bar CD asym-
metry. Thin mask model (FT) does not show CD asymmetry at defocus positions. The right-
bottom figure shows the result of CNN which excludes ax and ay parameters. CD asymmetry is
not reproduced without the off-axis mask 3D amplitude.

The second example is a vertical two-bar with both the source shape and mask pattern in
Fig. 12 rotated 90 deg. Figure 14 shows the results of the wafer image intensity calculations.
CNN fails to reproduce the result of EM simulation. This is expected because the training data of
our CNN are horizontal cut-mask patterns. More study is needed to develop elaborated CNNs
that can be applied to general mask patterns.

Figure 15 compares the computation time of the EM simulation and the prediction time of
CNN. The computation time is the time to calculate the diffraction amplitudes and the prediction
time is the time to predict the mask 3D parameters. Other steps such as the intensity integration
and the FT are excluded. In this sense, the computation time of the thin mask model is zero. The
computation time of the intensity integration and the FT depends on whether TCC formula and/
or fast FT technique are used or not.

The most time-consuming part of the EM simulation is the large matrix calculation. Although
the EM simulation does not use GPU, the matrix calculation is paralleled inside CPU by using
Intel MKL. The computation time of the EM simulation linearly increased as a function of the
number of the input data.

Fig. 12 Simulation conditions of a horizontal two-bar: (a) source shape and (b) mask pattern.

Fig. 13 (a) Wafer images, (b) image contours, and (c) focus dependence of CDs by EM simu-
lation, CNN prediction, and FT calculation.
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CNN prediction uses GPU. To get the full performance of GPU, the number of the input data
needs to be large. Computation time increases linearly beyond 300 input data. In this region, the
CNN prediction is 5000 times faster than the EM simulation.

5 Extended TCC Formula

SOCS model is often used in optical lithography simulation, especially in optical proximity
correction. The model decomposes TCC into a small number of eigen modes to accelerate the
calculation. However, TCC formula is based on the thin mask model and the formula needs to be
extended when the thick mask model is used. We first rewrite the mask 3D amplitude in Eq. (11)
into the following wave vector form:

EQ-TARGET;temp:intralink-;e012;116;235 A3Dðk; sÞ ≅ A3Dðk − sÞ þ ∂sxA3Dðk − sÞsx þ ∂syA3Dðk − sÞsy: (12)

As shown in Eq. (5), the thick mask amplitude is the sum of the thin mask amplitude and the
mask 3D amplitude.

EQ-TARGET;temp:intralink-;e013;116;177Aðk; sÞ ¼ AFTðk − sÞ þ A3Dðk; sÞ: (13)

Next, we convert the vector potential to the electric field. In coordinate space, the electric
field is calculated from the vector potential as follows:6

EQ-TARGET;temp:intralink-;e014;116;120Eðx; sÞ ¼ ikAðx; sÞ þ i
k
∇xð∇x · Aðx; sÞÞ: (14)

Fig. 15 Comparison of the computation time of the diffraction amplitudes.

Fig. 14 (a) Wafer images and (b) image contours by EM simulation, CNN prediction, and FT
calculation.
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In momentum space, the above equation is written as

EQ-TARGET;temp:intralink-;e015;116;723Eðk; sÞ ¼ ikAðk; sÞ − i
k
ðk · Aðk; sÞÞk (15)

Inserting Eqs. (12) and (13) into Eq. (15), we obtain the following equation:

EQ-TARGET;temp:intralink-;e016;116;669Eðk; sÞ ≅ Eðk − sÞ þ ∂sxEðk − sÞsx þ ∂syEðk − sÞsy: (16)

Finally, according to Eq. (1), the image intensity I is calculated from the electric field as
follows:

EQ-TARGET;temp:intralink-;e017;116;612

IðxÞ ¼
ZZ

SðsÞ
����
ZZ

Eðk; sÞPðkÞe−ik·xdk
����
2

ds

≅
ZZ

SðsÞ
����
ZZ

ðEðk − sÞ þ ∂sxEðk − sÞsx þ ∂syEðk − sÞsyÞPðkÞe−ik·xdk
����
2

ds

¼
ZZ

SðsÞ
����
ZZ

ðEðkÞ þ ∂sxEðkÞsx þ ∂syEðkÞsyÞPðkþ sÞe−ik·xdk
����
2

ds: (17)

In the case of high NA optics, the pupil function is a matrix which changes the direction of
the electric field from the entrance pupil to the exit pupil.18 In this paper, we treat the pupil
function as a scalar function because NA of the current EUV optics is 0.33.

By interchanging the order of the integrations in Eq. (17), we get the following equation:

EQ-TARGET;temp:intralink-;e018;116;461

IðxÞ ≅
ZZ

TCCðk; k 0ÞEðkÞ · Eðk 0Þ�e−iðk−k 0Þ·xdk dk 0

þ 2Re

�ZZ
TCCxðk; k 0ÞEðkÞ · ∂sxEðk 0Þ�e−iðk−k 0Þ·xdk dk 0

�

þ 2Re

�ZZ
TCCyðk; k 0ÞEðkÞ · ∂syEðk 0Þ�e−iðk−k 0Þ·xdk dk 0

�
; (18)

where TCC is the conventional transmission cross coefficient,

EQ-TARGET;temp:intralink-;e019;116;348TCCðk; k 0Þ ¼
ZZ

SðsÞPðkþ sÞP�ðk 0 þ sÞds; (19)

and TCCx and TCCy are the extended transmission cross coefficients which represent the off-
axis mask 3D effect.

EQ-TARGET;temp:intralink-;e020;116;280TCCxðk; k 0Þ ¼
ZZ

sxSðsÞPðkþ sÞP�ðk 0 þ sÞds; (20)

EQ-TARGET;temp:intralink-;e021;116;224TCCyðk; k 0Þ ¼
ZZ

sySðsÞPðkþ sÞP�ðk 0 þ sÞds: (21)

In Eq. (18), we neglect the term proportional to j∂sxEðkÞsx þ ∂syEðkÞsyj2 because the con-
tribution is small.

TCC, TCCx, and TCCy are the Hermitian matrices. Therefore, we can use the eigen value
decomposition method in the SOCS model. Our formula is applicable to arbitrary source shapes
and defocus. We can accelerate the calculation by selecting small number of the eigen functions
which have large eigen values.
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6 Summary

Diffraction amplitudes from thick EUV masks are calculated using 3D waveguide model. The
model contains two components of the vector potential, Ax and Ay, which represent two polar-
izations. There is no redundant variable in the model.

We define the mask 3D amplitude as the difference between the thick-mask and thin-mask
diffraction amplitudes. We decompose the mask 3D amplitude into three parts. One is the on-axis
mask 3D amplitude, and others are the off-axis mask 3D amplitudes in x and y directions which
depend on the incident angle of the illumination.

We construct a CNN which predicts the diffraction amplitudes from 2D EUV mask patterns.
After the training, the CNN successfully reproduce the mask 3D effect of a horizontal two-bar.
CNN prediction is 5000 times faster than the EM simulation.

We extend the TCC formula to include the off-axis mask 3D effect. Our formula is applicable
to arbitrary source shapes and defocus. There are three TCCs in the formula. All of them are
Hermitian matrices and we can use the eigen value decomposition method to accelerate the
calculation.

In this study, the mask area is small (720 nm × 720 nm) and the mask patterns are restricted
to horizontal cut-mask patterns. It is a big challenge to construct a practical CNN which covers a
large area with general mask patterns while keeping high accuracy.

This work is based on the prior SPIE proceedings papers.19,20

7 Appendix: Ax and Ay Polarizations in Vacuum

Inside vacuum, the electric field E and magnetic field H of the light with wave vector k are
described using the vector potential A under the Lorenz gauge condition as follows:6

EQ-TARGET;temp:intralink-;e023;116;433E ¼ ikA −
i
k
ðk · AÞk; (23)

EQ-TARGET;temp:intralink-;e024;116;379H ¼ ik × A: (24)

Wave vector, electric field, and magnetic field are perpendicular to each other.

EQ-TARGET;temp:intralink-;e025;116;356E · k ¼ H · k ¼ E · H ¼ 0: (25)

The magnitudes of the electric and the magnetic fields are the same.

EQ-TARGET;temp:intralink-;e026;116;312jEj2 ¼ jHj2 ¼ k2jAj2 − jk · Aj2: (26)

Gauge transformation freedom allows Az to be fixed at zero when the media is uniform in z
direction.6 This gauge condition can be applied also in the vacuum. Therefore, two components
of the vector potential, Ax and Ay, determine the EM field of the light. The vector potentials,
electric fields, and magnetic fields of Ax and Ay polarizations are explicitly written as follows:

Ax polarization:

EQ-TARGET;temp:intralink-;e027;116;218A ¼ ðAx; 0;0Þ; (27)

EQ-TARGET;temp:intralink-;e028;116;175E ¼ iAx

k
ðk2 − k2x;−kykx;−kzkxÞ; (28)

EQ-TARGET;temp:intralink-;e029;116;143H ¼ iAxð0; kz;−kyÞ: (29)

Ay polarization:

EQ-TARGET;temp:intralink-;e030;116;118A ¼ ð0; Ay; 0Þ; (30)

EQ-TARGET;temp:intralink-;e031;116;74E ¼ iAy

k
ð−kxky; k2 − k2y;−kzkyÞ; (31)

Tanabe, Sato, and Takahashi: Fast EUV lithography simulation using convolutional neural network

J. Micro/Nanopattern. Mater. Metrol. 041202-12 Oct–Dec 2021 • Vol. 20(4)



EQ-TARGET;temp:intralink-;e032;116;723H ¼ iAyð−kz; 0; kxÞ: (32)

When the wave vector is in x-z plane, ky ¼ 0. In this case, Ax polarization corresponds to
transverse magnetic (TM) polarization and Ay polarization corresponds to transverse electric
(TE) polarization. In the same way, when the wave vector is in y-z plane, Ax polarization cor-
responds to TE polarization and Ay polarization corresponds to TM polarization.

When kx; ky ≪ k, E ∼ ðikAx; 0;0Þ for Ax polarization and E ∼ ð0; ikAy; 0Þ for Ay polariza-
tion. The electric field of Ax polarization is almost parallel to the x-axis, and the electric field of
Ay polarization is almost parallel to the y-axis.
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